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Preface

This book offers readers a comprehensive understanding of Structural Equation Mod-
eling (SEM) and guides them in utilizing it to address research issues across various
disciplines. A key feature of this book is its "simple to complex" approach, where con-
cepts are explained progressively with the support of examples in different chapters. As
we extensively utilize IBM SPSS and IBM SPSS Amos software, a dedicated chapter is
included to introduce readers to these tools.

One unique selling point (USP) of this book is that readers do not need complex
programming skills or an advanced background in statistics and mathematics to grasp its
content. To ensure a strong comprehension of SEM’s foundational components, the book
provides a review of variance, covariance, correlation, multiple regression, mediation,
moderation, path analysis, and confirmatory factor analysis. Furthermore, we discuss the
initial steps researchers undertake in conducting structural equation modeling, including
model specification, identification, estimation, testing, and modification.

Readers will learn how to develop measurement, structural, and SEM models using
IBM SPSS Amos. Each chapter is self-explanatory and includes illustrative examples
for better understanding. The book emphasizes conceptual clarity in understanding the
models and presents a practical approach to solving them. It offers valuable insights to
graduate-level researchers, providing them with new ideas to develop research problems
using mediation models, path analysis with multiple regression, SEM, and confirmatory
factor analysis with SEM. Students and researchers from diverse fields such as psychol-
ogy, education, sociology, management, business, medicine, political science, biological
sciences, sports, and physical education can visualize their research studies through the
application of these models. Appendix I of the book lists several research areas where
techniques such as multiple regression analysis, mediation analysis, path analysis, confir-
matory factor analysis, and structural equation modeling can be applied. Research scholars
can refer to these areas to develop research proposals aligned with their interests.

We commence the discussion with mediation and path models, utilizing regression
analysis, and address the use of SEM to account for measurement error in regression
analysis. We cover the fundamentals of model fit in multiple regression, including the R-
squared value, as well as the limitations of such models. Through these models, we delve
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viii Preface

into direct and indirect effects and outline the procedure for evaluating indirect effects
in mediated and unmediated models. We explain why relying solely on the chi-square
statistic is insufficient for testing model fit and highlight the importance of additional
fit indices such as the goodness of fit index (GFI), normed fit index (NFI), comparative
fit index (CFI), and root mean square error of approximation (RMSEA) to assess model
fit. Our goal is to provide readers with the essential concepts, principles, and practical
applications needed to test theoretical models. We hope that readers will gain confidence
in utilizing structural equation modeling in their research after going through this book.

The chapters have been carefully organized to enhance the flow of knowledge and
proficiency in SEM modeling. To grasp SEM analysis and its intricacies, we recommend
starting from the first chapter. This book consists of seven chapters:

Chapter 1 introduces the fundamental concepts and terminologies used in SEM,
including expectations, variances, covariances, direct and indirect effects, measurement
and structural models, parameters, and fit indices. We also discuss the strengths and
weaknesses of SEM in this chapter.

Chapter 2 is dedicated to learning the use of IBM SPSS and IBM SPSS Amos software.
Step-by-step procedures, accompanied by screenshots, are provided to enhance under-
standing. Learning to create SEM models with Amos will enable readers to comprehend
and develop more complex models as discussed in subsequent chapters.

Chap. 3, reviews various types of parametric and non-parametric correlations, as well
as multiple regression. We illustrate the procedures used in developing and testing mul-
tiple regression models using SPSS. Additionally, we discuss the assumptions required
in multiple regression analysis and provide guidance on testing and reporting these
assumptions.

Chapter 4 delves into the mediation model and its real-life applications. We explore
concepts such as mediator and moderator variables, direct and indirect effects, and
assumptions in the mediation model. The procedures for analyzing the mediation model
using SPSS are demonstrated through illustrations. Readers will learn how to investi-
gate the presence and significance of mediation, as well as understand the contribution
of indirect effects in examining the relationship between intervention and the variable of
interest.

Chap. 5 focuses on path analysis, outlining prerequisites and assumptions for devel-
oping the model. We explain the terminologies used in path models and demonstrate the
procedure for analyzing path models using multiple regression analysis in SPSS. The
chapter emphasizes effective reporting of model analysis results and guides readers on
investigating indirect effects, comparing path coefficients in unmediated and mediated
models, and assessing the status of mediation in the model.

Chap. 6 covers path analysis using IBM SPSS Amos. We provide a detailed procedure
for developing different structural equations in the model. Readers will gain an under-
standing of the parameters in the model and learn how to test whether the model is
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under-identified, just identified, or over-identified. Lastly, an illustration using IBM SPSS
Amos guides readers through the process of developing a path model with SEM.

Chapter 7 is dedicated to confirmatory factor analysis (CFA) with SEM. We discuss
all the foundational concepts in developing and analyzing SEM models. Topics such as
sample size requirements and assumptions for CFA with SEM are explored. The proce-
dure for developing a CFA model with SEM using Amos is illustrated, with a focus on
understanding model outputs in terms of fit indices, estimates, and modification indices
for testing model fit. Additionally, we discuss how to assess the reliability and convergent
and divergent validity of the model using CFA.

To illustrate concepts throughout the book, we have created a fictitious dataset avail-
able on the Springer link webpage or the author’s website at www.jpverma.org. We highly
appreciate any suggestions for further improvement in the book and welcome feedback,
which can be sent directly to the author(s).

I am excited to have Priyam Verma as a co-author in this book. Thanks to his initiatives
and valuable contributions, the text has become user-friendly. Several strategic sections
of the book have been prepared by him, which has shaped the book to its current form.

We hope that this book will inspire researchers who wish to utilize multiple regression
models, mediation models, path analysis models with SEM, and CFA with SEM in their
research studies.

We encourage readers to share their suggestions and queries with me via email at
vermajprakash@gmail.com or with my co-author Priyam Verma at priyamverma.2992 @
gmail.com, and we will respond as soon as possible.

Dibrugarh, India J. P. Verma, Ph.D.
Marseille, France Vice Chancellor

Sri Sri Aniruddhadeva Sports University
Chabua, Dibrugarh, Assam, India

Priyam Verma, Ph.D.
The Aix-Marseille School of Economics
Marseille, France


mailto:vermajprakash@gmail.com
mailto:priyamverma.2992@gmail.com
mailto:priyamverma.2992@gmail.com

Acknowledgements

I would like to express my sincere gratitude to all those who have contributed to the
preparation of this book. First and foremost, I extend my heartfelt thanks to Prof. S.G.
Deshmukh of IIT Delhi for his invaluable suggestions, which have significantly enhanced
the content of this book. I am also grateful to Dr. Vishal Vyas, Associate Professor at
IIITM Gwalior, for his meaningful insights and assistance in developing certain sections
of the book.

Special thanks are extended to Prof. Jagdish Prasad, Prof. Y. P. Gupta, and Mr. K
Sekhar for their constructive feedback, which has greatly contributed to the improvement
of the manuscript.

I would also like to express my sincere appreciation to Mrs. Deepa Anwar for her
meticulous observations, which have helped in avoiding errors in the text. Furthermore, I
am grateful to my dedicated readers from around the world, whose inquiries and support
continually motivate me to keep writing.

Last but certainly not least, I am deeply grateful to my wife, Hari Priya, for her
unwavering patience, support, and understanding throughout the countless hours spent
with my computer working on this project. I consider myself truly fortunate!

J. P. Verma
Vice Chancellor

xi



Contents

1 Overview of Structural Equation Modelling ............
1.1 Introduction ..............c.coiiiiiiiiiiiiinnnnn.
1.2 What Is SEM? ... ... .
1.3 Traditional Statistical Methods Versus SEM Methods

1.3.1  Similarities ........... ..o ...
1.3.2  Dissimilarities ............. ... ...
1.4 Assumptions in SEM ....... ... ... ol
1.5  Important Terminologies of SEM .................
1.5.1  Types of Variables .......................
1.5.2  Multivariate Normal Distribution ..........
1.5.3  Expectation .............cccciiiiiiaa...
1.54  Variance ..............iiiiiiiiiia...
1.55 Covariance .............ccoiiiiiiinnn...
1.5.6  Covariance Matrix .......................
1.5.7  Direct and Indirect Effects ................
1.58 Model in SEM .......... .. ...
1.59 Parameters .......... ... ...
1.5.10 FitIndices ......... ...,
1.5.11 Strengths and Weaknesses of SEM .........
1.6  Types of Computer Programs Used for SEM Exercises
1.7 EXEICISeS ..ttt

2 Introduction to SPSS and AMOS Software .............
2.1 Introduction ............ ...,
2.2 Using SPSS ...
2.3  Preparing DataFile ................. ... .........

2.3.1  Importing the Dataset from Excel ..........
2.4  Computing Descriptive Statistics ..................
2.5 Understanding IBM SPSS AMOS .................
2.6 Drawing Model with AMOS and Generating Outputs

O O O 9 13O Lt i i B B W WD~ =

o
[Nl e)

| N N N T N i e S S
NN O o0k W W W

xiii



Xiv Contents
2.7 EXETCISES v vttt ettt ettt e e e e e e e 32
3 Understanding Correlation and Regression Techniques .................. 35
3.1 IntroduCtion ... ...ttt 35
3.2 Pearson’s Correlation ................oiiiiiiiiiii 35
3.2.1  Testing the Significance of Pearsonr ....................... 36

322 Utlity of Pearsonr ......... .o 36

3.3 Spearman’s Rank Correlation ............ . ... ... i, 37
3.4  Biserial Correlation ... 38
3.5  Tetrachoric Correlation ..............ccoiiiiuiiiinnniiinn. 39
3.6 Phi Coefficient ........ ... 39
3.7  Contingency Coefficient ...............eiiiiiiiiiiiiiiiiiie.. 40
3.8 Partial Correlation ......... .. ... .. 40
3.8.1  Utility of Partial Correlation .............................. 41

3.9 Multiple Correlation ...........c.oouiiiiiiiiiiiine 41
3.9.1  Suppression Variable ......... ... ... i 42

3.9.2  Coefficient of Determination ....................couuee... 43

3.10 Regression Analysis . .......uuuineneet it 43
3.10.1 Understanding Regression Equation ........................ 44
3.10.2 Methods of Regression Analysis .................covuvn.... 45

3.11 Assumptions in the Regression Model ............................. 47
311 LINGATILY .« vvve et ettt et e e e 47

3.11.2 Multicollinearity ............ouuuunnnneeeiiiiinnnnnn.. 48

3.11.3  Autocorrelation ............. i 48

3.11.4 Multivariate Normality ........... ... iiiiiiiiiiinn.... 49
3.11.5 HomoscedastiCity ..........oouuuuuinneeeeiiinniinnnnnn.. 50

3.11.6 Non-Existence of Significant Outliers ...................... 50

3.11.7 Procedure for Testing the Validity of the Model ............. 51

3.12 Ilustration of Regression Model with SPSS ..................... ... 51
3.12.1 Developing Data Files and Assessing Linearity .............. 52

3.12.2 Using SPSS Commands for Regression Analysis ............ 52

3.12.3 Testing Assumptions of Regression Analysis ................ 61
3.12.4 Testing the Overall Significance of the Models .............. 64
3.12.5 Constructing Regression Model ............................ 64
3.12.6 Reporting the Findings ............ ... . o i, 64

3013 EXEICISES v vveee ettt ettt e e e e e e e 65
4 Introduction to the Mediation Model ................................... 69
4.1 IntrodUuCtioN ... .. ...ttt ittt 69
4.2 Mediator Variable ............ . 70
4.3  Moderator Variable ............ .. 72
4.4 Difference Between a Mediator and a Moderator Variable ............ 72



Contents XV

4.5 Direct and Indirect Effect ......... .. ... . 73
4.6  Application of Mediation Model ............... ... ... ... ... 73
4.7  Assumptions of the Mediation Model .............................. 74
4.8  Analyzing a Mediation Model ................ ... ... .. ... 74
4.9  Tlustration of Developing and Analyzing a Mediation Model
Using SPSS o o 75
4.9.1 Developing a Theoretical Mediation Model ................. 75
4.9.2  Performing a Series of Regression Analyses ................ 76
4.9.3  Analysing the Mediation Model ........................... 83
494 ConcluSion . ......coiiii 87
410 EXEICISES ..ottt ettt e e e e e e 87
5 Analysing Path Analysis with Multiple Regression ....................... 91
5.1 Introduction . .........ooiiiii 91
5.2 Prerequisites for Path Analysis ........... . ... ... 93
5.3  Developing Path Model ............. .. i, 93
5.4  Assumptions of Path Analysis ........... ... ..o, 94
5.5  Strengths and Limitations of Path Analysis ......................... 94
5.6  Types of Variables ............coiiiiiiiiiiii i 94
5.6.1  Exogenous and Endogenous Variables ...................... 94
5.6.2  Independent and Dependent Variables ...................... 95
5.6.3 Error Variables ........... .. ... i i 95
5.7 Path Coefficient ......... ... ... . i 96
5.8  Illustration of Developing and Analyzing A Path Model
with Multiple Regression Using SPSS ... ... ... . ... ..... 96
5.9 Developing a Theoretical Path Model .............................. 96
5.10 Defining Mediation Variable in the Model .......................... 97
5.11 Performing a Series of Multiple Regression Analyses ................ 97
5.11.1 Step 1: Flat Multiple regression analysis predicting Job
satisfaction with a Age, Self-discipline, and Confidence ...... 97
5.11.2  Step 2: Multiple regression analysis for predicting Job
satisfaction from Self-discipline and Confidence ............. 101
5.11.3 Step 3: Multiple regression analysis for Predicting
Confidence from Age and Self-discipline ................... 103
5.12  Analysing Path Model .......... ... . . 105
5.12.1 Assessing Statistical Significance of the Indirect Effects ...... 107
5.12.2  Assessing the Strength of Each Indirect Effect ............... 109
5.12.3 Evaluating the Possibility of Mediation ..................... 109
5.12.4 Comparing Path Coefficients from Self-Discipline to Job
Satisfaction Between Unmediated and Mediated Models ...... 110

503 EXEICISES .o viii it e e 111



XVi Contents

6 Performing Path Analysis with Structural Equation Modelling ........... 115

6.1  INtroduCtion . ........ ...ttt 115

6.2  Regression Analysis versus Path Analysis .......................... 117
6.2.1  Similarities between Regression Analysis and Path

ANALYSIS ot 117

6.2.2  Differences Between Regression and Path Analysis .......... 117

6.3  Understanding SEM Approach for Path Analysis .................... 118

6.4  Assumptions in Path Analysis .......... .. ... i, 121

6.5 Steps in Path Analysis ......... ... i i 121

6.6  Understanding Fit Indexes ............ . o i, 123

6.6.1  Chi-Squared Test ..........iiiiiiiiii i 124

6.6.2  The Goodness of Fit Index (GFI) .......................... 124

6.6.3 Normed FitIndex ........ ... .. i i 124

6.6.4  Comparative Fit Index ............ ... o .. 124

6.6.5 Root Mean Square Error of Approximation ................. 125

6.7 Sample Size Requirement ................ciiiiiiieiiiiiiinnn. 125

6.8  Advantages of Using SEM Over Regression Analysis ................ 125

6.9  Limitations of SEM Over Regression Analysis ...................... 126

6.10 Illustration: Performing Path Analysis with AMOS .................. 126

6.10.1 Path Analysis Output and its Interpretation .................. 133

6.10.2 Analysis of the Modified Path Model ...................... 141

6.10.3 Inference ........... ... 144

6.11 EXEICISES . ...ttt 144

7 Confirmatory Factor Analysis with Structural Equation Modelling ....... 149

7.1 IntroduCtion ...........ooiiiiiiii i 149

7.2 Understanding SEM . ... .. 151

7.2.1  Variables in SEM .......... . 151

7.2.2  Effectsin SEM Model ....... ... ... ... ... 152

7.2.3  Types of Relationships ............. ... ... ..., 152

7.24 Evaluating SEM Model ............ ... ... ... 153

7.2.5  Parameters and Model Identification in SEM ................ 153

7.2.6 Measurement Model Versus Structural Model ............... 155

7.2.77  Identification of the Measurement Model ................... 156

7.2.8  Identification of the Structural Model ...................... 157

7.2.9  Chi-Square test for Model Fit ............................. 157

7.2.10 Other Fit Indexes for Model Fit ........................... 157

7.2.11 Testing Significance of Parameter Estimates ................. 158

7.2.12 Model Modification and Comparison ....................... 158

7.2.13 Testing Reliability of Measured Variables ................... 158

7.3 Application of Structural Equation Modeling ....................... 159

7.4  Confirmatory Factor Analysis with SEM ........................... 160



Contents xvii

7.4.1 Discussion on Sample Size ........... ... ..., 160

742 ASSUMPLONS ...t 161

743 StepsInvolvedin CFA ... ... ... ... ... . . ... 161

7.5  Tlustration: CFA in SEM Using SPSS AMOS ...................... 162
7.5.1  Stepsin CFA ... . 163

7.5.2  Conceptualizing the Structural Model ...................... 163

7.5.3 Preparing SPSSData File ............. ... .. ... L. 166

7.5.4  Drawing Structural Model for CFA in AMOS ............... 166

7.5.5  Analysis SEtUP . ...ttt 173

7.5.6  Analysis Output ........ ..o 175

7.5.77  Benchmark for the Good Fit Model ........................ 178

7.5.8  Output: Estimated Parameters ............................. 180

7.5.9  Output: Modification Indices .............................. 182
7.5.10 Analysis Setup for Modified Model ..................... ... 183
7.5.11 Analysing Modified Model .............. ... ... ... 184

7.6  Testing the Reliability and Validity of the Model .................... 188
7.6.1 Reliability in CFA ........ . 188

7.6.2  Construct Validity in CFA ......... ... .. ... .. ... ... 188

7.6.3  Testing the Model for its Reliability and Validity ............ 189

7.6.4 Conclusion .......... ... 193

TT BXEICISES .ottt e 193
Appendix A: Research Areas ............... . ... ... 199
Appendix B: Statistical Tables ............. .. ... ... . ... ... ..., 205

Bibliography . ......... . 213



