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Preface: The Novelty Problem in AI

AI researchers these days are quick to tout the progress that has been made in the field
over the past decade. From game playing to visual recognition, new capabilities are
appearing all of the time for many different applications. And indeed, such achievements
should be celebrated. However, some very useful AI capabilities remain out of reach. For
instance, why aren’t safe self-driving cars available in the market in 2023? A major lim-
itation of today’s AI systems has become apparent in the quest for autonomous systems
that must operate in real environments: they cannot manage novelty in the environment
they were designed for. That is to say, if something new appears, there is no capacity for
an agent to detect, characterize, and learn how to handle it. Given the practically infinite
number of ways an environment can configure itself, coupled with the routine appearance
of new things within an environment, novelty can be a significant confound. This book
is the first attempt to study novelty problems in a rigorous fashion through the use of a
unifying framework for formal theories of novelty.

Ad hoc ways of addressing the novelty problem have proven to be insufficient. There
exists a persistent belief that reinforcement learning is all that is needed for agents to
manage novelty because any novelty can be learned over time. Similarly, there exists blind
faith in the generalization properties of deep learning through invariant representation
alone. Given the results found in this book for the simplest of AI domains, we can safely
say that a more principled approach to novelty management is needed. Neither approach
addresses the core detection problem at the classifier level, nor is there any capacity to
characterize novelty, which can take on many different forms. On that latter point, what
exactly does it mean for something to be novel? That isn’t a question that can be answered
using an off-the-shelf AI algorithm. The need for a theory matched to a specific domain
can provide a better starting point for agent design.
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A recent effort to address the novelty problem in AI has been the DARPA Science
of Artificial Intelligence and Learning for Open-world Novelty (SAIL-ON) program.
It established a research program to develop a set of engineering design principles for
open-world learning in 2019 [1]. Throughout the four years of the program, a large consor-
tium of academic, industry, and government researchers has collaborated on fundamental
work looking into innovative strategies for effective open-world learning in both activity
domains, e.g., interactive video games, and perceptual domains, e.g., datasets of images
and videos. This book is the output of the program’s Novelty Working Group, which was
charged with developing viable theories for the study of novelty in AI. Each chapter was
contributed by different participants in that working group.

This book is organized in the following manner. Chapter 1 is the focal point of the
book. It introduces a unifying framework for creating theories of novelty that are matched
to specific domains. This includes definitions on different types of novelty, as well as
constructs for building agents that can detect, characterize, and manage novelty. This
framework is general and can apply to any domain in which novelty appears. To justify
this claim, each subsequent chapter provides an example domain for which a theory is
developed and evaluated. These chapters include: (1) a task overview, (2) definitions of
dissimilarity and regret operators, (3) definitions of measurements and observations, (4) a
description of novelty types and examples, (5) a set of experiments validating predictions
made by the developed theory, and (6) concluding remarks.

The domain-specific chapters cover a broad range of activity and perceptual domains.
Chapter 2 starts things off as simple as possible with a study of novelty in the 2D Cart-
Pole activity domain. Chapter 3 extends the study of CartPole by examining a 3D version
of the environment. Chapter 4 turns to the perceptual domain of image classification
in computer vision. Chapter 5 discusses a related computer vision domain, handwrit-
ing recognition, which also contains elements of natural language processing. Chapter 6
pushes farther into the realm of natural language processing by studying contextual and
semantic novelty in text. Chapter 7 comes back to activity domains with an examination of
the game Monopoly. The book concludes in Chap. 8 by recapping what we have learned
and suggesting the development of new theoretical directions that are interdisciplinary in
nature.
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