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Aims and Scope
Optimization has continued to expand in all directions at an astonishing rate. New
algorithmic and theoretical techniques are continually developing and the diffusion
into other disciplines is proceeding at a rapid pace, with a spot light on machine
learning, artificial intelligence, and quantum computing. Our knowledge of all
aspects of the field has grown even more profound. At the same time, one of the
most striking trends in optimization is the constantly increasing emphasis on the
interdisciplinary nature of the field. Optimization has been a basic tool in areas
not limited to applied mathematics, engineering, medicine, economics, computer
science, operations research, and other sciences.

The series Springer Optimization and Its Applications (SOIA) aims to publish
state-of-the-art expository works (monographs, contributed volumes, textbooks,
handbooks) that focus on theory, methods, and applications of optimization. Topics
covered include, but are not limited to, nonlinear optimization, combinatorial opti-
mization, continuous optimization, stochastic optimization, Bayesian optimization,
optimal control, discrete optimization, multi-objective optimization, and more. New
to the series portfolio include Works at the intersection of optimization and machine
learning, artificial intelligence, and quantum computing.

Volumes from this series are indexed by Web of Science, zbMATH, Mathematical

Reviews, and SCOPUS.
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Preface

High Dimensional Optimization and Probability: With a view towards Data Science

presents a collection of high-quality research as well as survey papers under the
broad banner of Optimization and Probability as well as their interconnections with
a wide spectrum of areas, such as machine learning. The goal of the present book
is to publish essential developments in various areas in which Optimization and
Probability are applied. More specifically, the contributions within the book discuss
advances in non-convex optimization, advances in decentralized distributed convex
optimization, and topics on surrogate-based reduced dimension global optimization
in process systems engineering, the projection of a point onto a convex set, optimal
sampling for learning sparse approximations in high dimensions, the split feasibility
problem, higher order embeddings, codifferentials and quasidifferentials of the
expectation of nonsmooth random integrands, adjoint circuit chains associated
with a random walk, analysis of the trade-off between sample size and precision
in truncated ordinary least squares, spatial deep learning, efficient location-based
tracking for IoT devices using compressive sensing and machine learning tech-
niques, nonsmooth mathematical programs with vanishing constraints in Banach
spaces.

Effort has been made for the papers within this publication to represent a broad
variety of topics, presenting the state of the art for the corresponding problems
treated. Our aspiration is that the content of the book will constitute a valuable
source for graduate students as well as advanced researchers working on Optimiza-
tion, Probability and their various interconnections with a variety of other areas.

We would like to express our sincere thanks to the contributors of papers for their
valuable participation in this collective effort. Last but not least, we would like to
express our appreciation to the staff of Springer for their valuable help throughout
the publication process of this book.

Zürich, Switzerland Ashkan Nikeghbali
Gainesville, FL, USA Panos M. Pardalos
Moscow, Russia Andrei M. Raigorodskii
Athens, Greece Michael Th. Rassias
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