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1. Introduction 

This report summarizes the third six month period of a 

project entitled, nA Distributed Database Management 

System for Command and Control Applications" which has 

been undertaken by CCA and sponsored by ARPA-IPTO. The 

primary focus of this effort is to design and implement a 

distributed database management system called SDD-l 

(System for Distributed Databases). SDD-l is specifically 

oriented toward command and control applications an~ ~ill 

be installed in phases and tested in the Advanced Command 

and Control Architectural Testbed (ACCAT) at the Naval 

Ocean Systems Center (NOSC) in San Diego. 

The motivation behind building a distributed database 

management system like SDD-l 1s to take advantage of the 

decreasing cost of distributed processing environments and 

at the same time respond to the increasing data handling 

needs of geographically distributed organizations. SDD-l 

permits data to be managed on a network of computers in an 

integrated environment that presents the user with the 

illusion that he is dealing with a centralized DBMS. 
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SDD-i is designed to achieve other goals that are only 

possible in a distributed system. These goals are: 

1. distributed access -- Data is accessible over the -----

network from many sites. 

2. fa st response/l ow commun ication cos t Through 

intelligent database design, data can be stored 

geographically near where it is most often used so 

that the majority of accesses are essentially 

local. 

3. reliability/surviva~ty Redundancy of 

processors, communications and data can be used to 

achieve very high levels of system reliability. 

The loss of one processor can be compensated for 

with others in the system and using the redundant 

data, the user can still run transactions that 

require data stored at the disabled site. 

!J, modular lij'ward scaling -- IncrementaI addition of 

new sites to the system can be used to enhance 

system capacity without major reconfiguration of 

existing sites. 
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In the process of designing and implementing SDD-1, three 

key technical problems have been identified. They arè: 

synchronizing update transactions 

distributed query processing 

handling failures of processors and communications 

channels 

Solutions ta these problems were designed and reported 

during the [lrst ye~r of this project ([CCA a], [CCA b], 

[BERNSTEIN et al b], [ROTHNIE and GOODMAN] and [WaNG]). 

These design results have been further refined and 

exploited with the following results: 

1. A new and simpler proof of the correctness of the 

update synchronization algorithm was developed. 

2. The distributed query processing algorithm Mas been 

im;:>lemented :'n an initial version of SDD-1. This 

version of the system has been demonstrated to ARPA 

with the aid of a graphie display of the algorithms 

behavior. 

3. The set of reliability mechanisms have been further 

refined and an initial Implementation has begun. 
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Section 2 of this report presents an overview of the SDD-1 

design and summaries of the above design results including 

a description of the initial working version of the 

system. 

In addition to SDD-1 design and implementation, CCA began 

a study of the enhancement of datamodule 1. This project 

involves studying possible enhancements to the 

Datacemputer [MARILL and STERNJ in erder te rnake its 

performance more compatible with SDD-l and other command 

and control applications. Section 3 surnmarizes the study 

techniques and sorne initial results. 
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