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Performance Issues in Parallel Programming 

Gianfranco Balbo 

Dipartimento di Informatica, Università di Torino, 
corso Svizzera 185, 10149 Torino, Italy 

e-mail: balboOdi.unito.it 

Abstract. The development of parallel applications requires the availabil
ity of tools that support their debugging and tuning. GSPN represent a 
formalism that is weil suited for the construction of formal models of paral
lei programs that can be used for both validation and evaluation pur poses. 
The analysis of GSPN models of parallel programs provides the information 
that is needed for deciding whether the objectives contained in the specifi
cations of an application are met and for distributing the computation on 
a parallel architecture. In this paper we discuss a methodology for directly 
constructing a GSPN model of an application from its code and for deriving 
the parameters that are needed for obtaining the optimal allocation of the 
components of a parallel application on the computational units of a parallel 
architecture. A simple example is used throughout the paper to illustrate the 
different steps of the methodology and to show how these GSPN models can 
be used to check the efficiency of a parallel application. 

1 Introduction 

Parallel computers are widely recognized as the equipments capable of meeting the 
demands of high performance computing posed by new scientific and real time ap
plications. Parallel programming is however still difficult because of the lack of tools 
that help in developing and debugging new implementations. Computer architec
tures and language characteristics restrict the class of applications that can be eas
ily implemented [15) with parallel programs; indeed, concurrency, communication, 
synchronization and nondeterminism make the manual assessment of the correctness 
and of the efficiency of parallel programs particularly difficult. 

The study of the characteristics of an application both from the point of view 
of correctness and performance, can be done at different stages of the software life 
cycle [27). For instance, an analysis can be performed at the specification stage to 
ensure that the implementation will meet certain real time constraints [19) or to sup
port the results of rapid prototyping [8); alternatively, an evaluation can be carried 
on after the completion of the implementation to verify whether the results conform 
to the original specifications or to assess its efficiency through the computation of 
performance indices such as resource consumption indicators [28,16). 

* This work ha. been supported in part by Ministero dell'Universita' e della Rieerca Sei
entifiea e Tecnologica - 40% Projeet - and by the Italian National Research Council -
Progetto Finalizzato Sistemi Informatiei e Caleolo Parallelo, Grant N. 91.00879.PF69. 
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In order to perform these tasks efficiently, tools must work on models of the 
real application that differ depending on the goals of the analyses. Different repre
sentations allow to characterize the behaviour of a program with different levels of 
detail [34,30,20]. It is however important that these representations be compatible 
so that abstract models can be augmented with more detailed descriptions of spe
cific components to allow a modular and efficient analysis of large programs. In any 
case, the choice of the modelling formalism that is used throughout the software life 
cycle must easily integrate within the programming environment and must allow the 
characterization of both the static and dynamic behaviour of the program by means 
of analytic as weil as simulation techniques. 

Parallel programs are developed to obtain high-performance computing and is 
thus a major aspect of their implementations that of allocating their components 
on the computational units of parallel architectures in order to maximize their effi
ciency. Real parallel architectures are however characterized by a limited number of 
processors and by a limited degree of connectivity (not every computational unit can 
directly communicate with any other unit of the architecture) that constraint their 
capabilities. Intuition suggests that pro cesses that are concurrently active should be 
allocated on different nodes of a parallel computer in order to exploit parallelism. 
Communication among processes can however modify this picture. Indeed, processes 
allocated on the same processor communicate through common memory in a very 
fast manner. Communications among pro cesses allocated on different processors, on 
the other hand, take place through relatively slow links. It follows that when map
ping a parallel program on a parallel architecture, several counteracting effects must 
be taken into accounts. For instance, pro cesses that are simultaneously active and 
that interact very strongly may be better allocated on the same processor trading 
the loss of parallelism with the reduction of communication latency. On the contrary, 
pro cesses with very loose interactions can be easily allocated on separate processors. 

These considerations are usually formalized as an optimization problem whose 
objective function accounts for the communication and processing costs. The form 
of the objective function depends on the structure of the parallel program and the 
coefficients depend on the amount of data exchanged among processes, on their 
mutual distance, and on the amount of local processing performed by each processor 
[23]. 

To solve this problem, many different models of parallel programs have been 
presented in the literature, typical examples being the to,6k graph [18] and the com
munication graph [33] in which nodes represent processes and arcs correspond to 
communications and/or synchronizations. A great effort has been devoted to devise 
methods for obtaining the optimal allocation strategy [7,31], but little or no effort 
has been devoted to the problem of constructing these models starting from real 
programs. 

In this paper we show how Generalized Stochastic Petri Net (GSPN) [3] models 
can be used to estimate characteristic parameters of parallel programs, and thus to 
construct the corresponding communication graphs, with the possibility of exploiting 
ail the classical analysis results based on GSPN for validating and evaluating these 
applications. In particular, we address the problem of constructing a GSPN model 
of the program flow, the possibility of doing this automatically, and the trade-off 
between automatic generation of the model, efficiency of the analysis and usefulness 
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of the results. We consider the impact of including control variables in the models 
and the way of representing communication among processes. Finally we discuss the 
choice of which features to include in the model, i.e. the abstraction level of the 
representation, that strongly depends on the type of analysis we want to perform. 

To apply these techniques, we focus our attention on parallellanguages that allow 
applications to be organized as sets of cooperating tasks using a message passing 
paradigm of the rendez-vous type. Major examples of languages of this type are 
Occam, CSP and Ada. We shall also take into account the case of communications 
of the non-blocking type, like those allowed by CsTools which is a programming 
environment available on. Meiko's [25] parallel computers. 

The work reported in this paper is part of a project for the definition and the 
implementation of an integrated programming environment for the development of 
parallel applications organized as sets of parallel processes that interact by message 
passing following the CSP [21] paradigm. A single formalism based on GSPN is 
used whithin this environment for specifying, designing, implementing, testing, and 
evaluating parallel programs. Detailed information on this project can be found in 
[5,6,22]. 

The balance of the paper is the following. Section 2 discusses the possibility of us
ing static analysis techniques for characterizing the behaviour of parallel programs. 
Section 3 describes the transformation steps that must be undertaken to produce the 
desired model starting from the code of parallel programs. Section 4 overviews the 
graph models that are used to solve the problem of mapping parallel programs on 
parallel architectures. Section 5 describes how the communication graph of a parallel 
pro gram can be constructed starting from the solution of the GSPN representation 
of the same application. Section 6 indicates how the model of a parallel program 
together with the indications of its allocation on a parallel architecture can be used 
to check the efficiency of the implementation. Section 7 concludes the paper with in
dications on the problems that are still open and with a discussion of future research 
efforts that will be undertaken in this field. 

2 Static Analysis of Parallel Programs 

Two types of strategies may be followed to infer the properties of parallel programs 
and to obtain their optimal execution. Programs that exhibit very dynamic be
haviours may be run on representative sets of input data and under the control of 
dynamic allocation policies. The results obtained from these sam pie executions are 
used to identify the properties of these programs and the observed balance of work
loads and communications may be interpreted as a measure of the quality of the 
allocation policies. Programs that are instead characterized by an internai structure 
may be analyzed independently of their inputs to identify their properties and may 
be optimized a priori (i.e., statically) in order to make the best use ofthe capabilities 
of the architecture. 

Although appealing, the first strategy may be impractical because of the diffi
cult y of choosing representative test cases, of measuring the behaviour of a parallel 
application, and of the necessity of devising fast decision policies that allocate re
sources and restructure applications without forcing the programs to wait for long 
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