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Preface

This proceedings volume contains a selection of revised and extended papers presented at
the Second Internpational Workshop on Nonmonotonic and Inductive Logic, NIL 91§,
which took place at Reinhardsbrunn Castle, December 2-6, 1991, The first workshop was
held at the University of Karlsruhe in December 1990. Its proceedings were published as
Lecture Notes in Artificial Intelligence 543.

This series of workshops was made possible by financial support {rom
Volkswagen Stiftung, Hannover. The application for funding was made within the
framework of a special program of the Volkswagen Stiftung which promoted cooperation
between the Federal Republic of Germany and what was then the German Democratic
Republic. The dramatic events of the past vears have had a major impact on this program.
The workshops have turned into international meetings, though they still retain some
cinphasis on providing an opportunity for rescarchers from unified Germany to mect each
other.

Besides the major funding by the Volkswagen Stiftung we also acknowledge support
from IBM Deutschland GmbH and Siemens AG; their contributions helped give us a
necessary flexibility in organising the workshop.

Besides the majority of papers belonging either to the area of nonmonotonic reasoning
or to the field of inductive inference, both workshop programs included some papers
integrating research from both areas. NIL'91, the second workshop in the series, was
distinguished by two tutorials on the main topics of the workshop series held on the first
day of the meeting in parallel sessions. R. Wiehagen presented the tutorial on inductive
inference, whereas G. Brewka, 1. Dix, and K. Konolige delivered the tutorial on
nonmenotanic logic. This proceedings volume is introduced with an extended version of
the tutorial on nonmonotenic logic by G. Brewka, J. Dix, and K. Konolige. The feedback
we have received from the workshop participants suggests that they found it a stimulating
five days in general, and two fruitful and instructive tutorials in particular. Who could ask
for more?

We gratefully acknowledge the work by an international program committee including
S, Arikawa, G. Brewka, K. P. Jantke, K Konolige, D.Lehmann, D.Makinson,
P. H. Schmitt, and R. Wichagen. As always, belind the scenes, a number of people
contributed to the success of the conference. We should like to thank the organising
committee headed by $. Schonherr and including V. Gaida and E. Schneider.

November 1992 Gerd Brewka, Bonn
Klaus P. Jantke, Leipzig
Peter H. Schmitt, Karlsruhe

PAC Lcami_ng Panidigrns'
MNanki: Aka



BIBLIOTHEQUE DU CERIST

vl

List of Refeirees for NIL 9%

A, Albrechi H. Herre

5. Arikawa Y. Kodratoff

P, Bachmann X. Konolige

J. Barzdins S. Lange

H.-R. Beick D. Makinson

AW, Biermann W. Marek

R.P. Daley T. Mitchell

Y. Dix 3. Lehmann

B. Fronhdfer E. Pippig

U. Goldammer L. Pitt

8. Gottwald T.C. Przymusinski

I. Grabowski M.M. Richter

R Fretvalds P H Schimitt
Witk

Normal Form Results for Default Logic
Y. Wiktor Marek, Miroslow Truszezynski

Retrieval in Case-Based Reasoning Using Preferred Subtheories
Michael Meh!

Interactive Synthesis of Process Flowcharls
Yuji Takada

Probabilistic Inference of Approximations
Juris Viksna

K. Schiecnia
5. Schénhery
K. Schulz

T. Shinohara
C.H. Smith
Y. Sperschnetder
M. Thomas
M, Warmuth
P Watson

4. Wolter

R. Wichagen
T. Zeugmann

270
284
298

323



BIBLIOTHEQUE DU CERIST

Table of Contents

Tutorials

A Tutonial on Nonmonotonic Reasoning
Gerd Brewka, Jirgen Dix, Kurt Konolige

Selected Papers

On the Sample Complexity of Various Learning Stralegies in the Probabilistic
PAC Learning Paradigms
Naoki Abe

More About Learning Elementary Formal Systems
Setsuo Arikawa, Takeshi Shinohara, Saroru Mivano, Ayumi Shinohara

A Polynorial Time Algorithm for Finding Finite Unions of Tree Pattern

Langunages
Hiroki Arimura, Takeshi Shincohara, Setsuko Otsukf

Towards Efficient Inductive Synthesis: Rapid Construction of Local
Regularities
Janis Barzdins, Guntis Barzdins

Deductive Generalization in a Default Logic Sctting
Ph. Besnard, E. Grégoire

Dieduction with Supernormal Defaults
Stefan Brass

Multi-Agent Learning: Theoretical and Empirical Studies
Robert Daley

Predicate Synthesis from Formal Specifications: Using Mathematical Induction
for Finding the Preconditions of Theorems
Marta Franova, Yves Kodratoff

Dual Types of Hypotheses in Inductive Inference
Rusins Freivalds, Efim B. Kinber, Rolf Wiehagen

All I Know About Tweety
Gerhard Lakemeyer

Monotonic Versus Nonmonotonic Language Learning
Steffer Lange, Thomas Zeugmann

89

107

118

132

i41

153

175

134

209

241

254



BIBLIOTHEQUE DU CERIST

A
Nommat Form Resuliz for Defauli Logic
V. Wiktor Marek, Miroslaw Truszeomski

Retrieval in Case-Based Reasoning Using Preferred Subtheories
Michael Mehl

Interactive Synthesis of Process Flowcharis
Yuji Takada

Probabilistic Inference of Approximations
Juris Viksma

270

184

298

L
[ov]
(]



BIBLIOTHEQUE DU CERIST

A TUTORIAL ON
NONMONOTONIC REASONING

Gerd Brewka
International Computer Science Institute
1947 Center Street
Berkeley, CA 94704

Jirgen Dix
University of Karjsruhe
Institute for Logic
PO Box 6980
7500 Karlsruhe, FRG

Kurt Konolige
Artificial Intelligence Center
SRI International
333 Ravenswood Ave
Menlo Park, CA 94704



BIBLIOTHEQUE DU CERIST

Abstract

Nonnonotonic reasoning, in its broadesi sense, i5 reasoning Lo conclusions on the basis of
incomplete inlormation. Given more information, we are prepared to retract previously
drawn inferences. To exhibit the classic exatnple: if all we know aboud Tweely is that
he is a bird, then we plausibly conclude ihat he can fly; on learning that Tweety is a
penguin, we wilhdraw that conclusion. We call this reasoning nonmonotonic because the
set of plausible conclusions does not grow monoctonically with incteasing informakion.

As T'weety shows, commonsense reasoning has a nonmonotohnic coimpenent, and it
has been argued thal almost all commonsense inferences are of this sort. The aitempt o
formalize nonmonotouic reasoning so that computer programs could use it as part of their
reasoning reperioire was begun by John McCarthy in the 1970%, and the early 1980’s
saw Lhic development of the major nonmonotonic families: circumscription, default logic,
and niodal nonmenotonic logies. At the same time, prool methods that were clearly
nonmaonotonic were also being developed: he so-called Truth Maintenance Sysiems, and
negation-as-failure in logic programming and deductive daiabases.

Prom the end of the 1980°s to the present there has been an explosion in research in
nonmonotonic reasoning. We now understand much better the properties of the major
formmalisms from a mctatheorelic point of view, the iclalionships among the formalisms,
and their connection to independently-developed prool methods. The goal of this mo-
aograpl is to make this understanding morce accessible. For those oulside the area, thic
guantity and techaical depth of the material can be a formidable barrier to understanding
and applying nonmonolonic methods. For those actively pursuing research, it is offen
useful to have a concise guide to the major formalisms and their interrelationships. We
mtend this monograph Lo serve both purpeses. We have tried to present the forinalisms
as simply and concisely as possible, stressing the connections minong them and unresolved
issues for future rescarch.

Comr e e el ANt Ut fem, e AR, U T Y OO MTOAERACAR T . D M CEETULRCL S WO RS T T TR TTIT DR N
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Chapter 1

Introduction

This monograph is the oubgrowth of a Lutorial given at the Nonmonotonic and Inductive
Logic (NIL) conference held at Fricdrichroda, Germany in December of 1991, 1ts purpose
15 Lo give & lechnical overview of the field of nownonotonic reasoning. In bhe past few years
this field has grown tremendously, and there is a necd for a broad overview sketching the
basic idcas, and also giving somc of the technical backgrouud necessary for understanding .
thems. Of course, it would be impossible to give detailed accounts of even the major
Tormalisins and their application domains, so instead we will present short overviews of
the mosl unportant coucepls, point out their relationships, and recount the interesting
issues that are the focus ol currvent research. An extended version of this tutorial will be
availabie as an CSLI] report,.

Nommonotonic reasoning, as a form of reasoning, conttasts with standard deductive
reasoning in the following way. Suppose we know thal sll men are mortal, and that
Socrates is a man. Then it foliows by simple syllogistic reasoning that Socrates is mortal.
Furiher, nothing we can add to our knowledge will change thal conclusion, given that we
still hold the premises. Deduclive reasoning within a theory is “local” in the sease thal,
having derived a conclusion from premises, we eed nol worry aboul any other sentences
in the theory. To use the technical term, deductive reasoning is monotonic:

Ak p, then A, BFp. (t.1)

Obviously, nonmonotonic reasoning does not share this property. Why would we ever
want a logic that is nonmonotonic? Historically, Lhe need for nonmonotonic reasoning was
identified in the course of trying to solve knowledge representation problems in several
application areas of Artificial Intelligence.

Databases, puzzles

In developing a database of information, say about airline flights, we usually just
putb in the posilive facls that exist, e.g., “there is a flight from Boston Lo NY on
United at 10:20am, March 22, 1992." The unstated assumption is that the database
contains all relevant facts, so that if a flight is not listed in the database, it does
uot exist. Obviously, it is impossible to put all the negative facts into the database:
“['herc is no fight from Boston to NY at 10:21am, March 22, 1992, and so on. It
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is also inconvenient to staic the negalive informalion using firsi-order axioins, singe
they musl be changed every time Lhe database is updated with new information.
The solution, originaied by Reiter [Rei78], is to formalize the assumpiion shal the
database contains all relevant lacis: the Closed World Assumption, or CWA.

A second knowledge representation problem was noted by McCarthy [McC80] in
formalizing various puzzies like the Missionaries and Cannibals problem:

Three missionaries ad three cannibals come to a river. A rowboat
that seats two is available. If the cannibals ever ocutnumber the missio-
naries on either bank of the river, the missionaries will be eaten. How
shall they cross the river?

As was the case with databases, i is easy lo state positive facls, such as “the boal
can caIty ak most two people at a time across the river,” byt inore diflicult to stale
negative assumptions that are implicit in the puzzle, such as “the only way across
she river is by the boal.” McCarthy proposed a formal solution called circumscrip-
tion for dealing witlt this and other iypes of unstated assumptions imiting objects
and relationships Lo those explicitly stated in the puzzle,

In fact the CWA and circumscription have much in commen, since they both work
on the principle of preferting interpretations (of the database, of the puzzle) in
wiiich positive facts are miiniinized, The idea of preferring certain intetprelations of
a Lheary (in the case of the CWaA and circumscriplion, ones wiih mminimal predicaic
extensions) leads to one general class of nonmonstonic formalisms, called madel
nreference logics.

Defaulis

Anocther type of representational problem cecurs in conunonsense reasoning. Usually
we have just partial information about any given situation, and it helps to make
sssumptions about how things normally are, in order to carry out further reaso-
ning. For example, if we learn that someone is a doctor, we usually assume that he
{or, not to be too presumptive, she} is over 25 years old, makes a good salary, etc.
Witheut such presuraptions, it would be alimost impossible to carry out the sim-
plest comnmonsense reasoning {asks. Of course, defaulls are presumptive precisely
because they could be wrong, and if we learn of our doctor that he {to be specific)
is Doogie Howser, an underage overachiever, we have to withdraw conclusion that
e is over 25 vears old. Rcusoning with defaults is nonmonotonic because learning
more information may {ofce us to retract a conclusion previously drawn.

Te draw on terms from the philosophical lilerature, a default is a prima facie
justificatiosn for iks conclusion. This justification is defeasible: an explicit faci that
contradicts the conclusion will nullily the justification. Any proposition that, if
believed, will nuilify a default, is called a defeater of the default. Potlock [Pol75] has
analyzed defaulls from this perspective, and drawn atiention to a basic difference
between {wo kinds of deleaters, which he (abels Type [ and Type [I A Type I
defeater outright contradicts a default. I we have access to our ficlional doctor’s
salary records, and discover that hs carns a low szlary, then the presuinption of 2
high salary is contradicted and defeated.
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