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Preface 

The AAECC Symposia Series was started ten years ago by Alain Poli (Toulouse), 
who organized, together with R. Desq, D. Lazard and P. Camion, the first con­
ference in the series (Toulouse, June 1983) and was in charge of most of the 
following editions. 

AAECC (the acronym has shifted its meaning over the years before stabi­
lizing as "Applied Aigebra, Aigebraic Aigorithms and Error Correcting Codes") 
aims to attract high-Ievel research papers and to encourage cross-fertilization 
among different areas which share the use of algebraic methods and techniques 
for applications in the sciences of computing, communications, and engineering. 

Aigebra, in its broader sense, has always been viewed as a frame 1.0 describe 
in a formai setting both the properties of the objects giving mathematical models 
of reality and the rules under which they can be manipulated. Its importance for 
applications has grown in recent years with the introduction of technological ar­
eas (related to signal processing, error correcting codes, information processing, 
software engineering, etc.) in which the symbolic nature of the objects studied 
make the techniques of calculus and numerical analysis inapplicable. For these 
areas, algebra provides both a theoretical framework for the development of 
theories and algorithmic techniques for the concrete manipulation of objects. 

While in principle covering any area related to applications of alge bra to 
communication and computer sciences, by their previous history the AAECC 
Symposia are mainly devoted to research in coding theory and computer algebra. 

The the ory of error-correcting codes deals with the transmission of informa­
tion in the presence of noise. Coding is the systematic use of redundancy in the 
formation of the messages to be sent so as to enable the recovery of the infor­
mation present originally after il. has been corrupted by (not too much) noise 
in the transmission over the channel. There has been a great c1eal of theoretical 
and applied work in this subject since the famons paper of Shannon in 1949. 
Applications of coding range from the lowly Hamming codes used in dynamic 
memories to the sophisticated Reed-Solomon codes used in compact disks and 
in many commercial and military systems. There are also cOllvolutional codes 
widely used in satellite systems. 

Computer algebra is devoted 1.0 the investigation of algorithms, computa­
tional methods, software systems and computer languages, oriented to scientific 
computations performed on exact and of tell symbolic data, by Illanipulating for­
mai expressions by means of the algebraic rules they satisfy. It studies such prob­
lems from three different but confiuent viewpoints: a) development and analysis 
of algebraic algorithms (both from the viewpoint of practical performance and 
of theoretical complexity); b) design and analysis of software systems for sym­
bolic manipulation; c) applications of scientific and/or technological systems. It 
is important to stress that the mathematical theories to which computer algebra 
applies are not necessarily only the algebraic ones: polynomial equations, alge­
braic geometry, commutative algebra and group theory have a well-established 
research activity using symbolic computation techniques, but the same is equally 
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VI 

true for analytic theories, e.g. differential equations, as shown hy a couple of pa­
pers in these proceedings. Computer algebra views algebra more as a method 
th an as an object of research. 

In the past, coding has interacted with group theory, combinatorics and finite 
geometries (the proof of the non-existence of a projective plalle of order 10 by 
a coding approach is a recent example). More recently it has developed remark­
able and unexpected connections with algebraic geometry and number theory 
(Goppa's algebraic geometric codes, Serre's improvement on Weil's bound for 
number of points of curves over finite fields, the p-adic Serre bound, improve­
ments on Ax and Chevalley-Warning Theorems, etc.). This connection is cre­
ating links between the two major areas represented in AAECC, coding theory 
and computer algebra, e.g. by the use of Grobner bases for ,kcoding algebraic 
geometric codes or other algebraic codes. 

Quest.ions of complexit.y are nat.urally linked wit.h the computational issues 
of both coding theory and comput.er algebra and represent an important share 
of the area which AAECC aims to coyer; the same holds for cryptography where 
algebraic techniques are gaining relevance. 

Finally let. us mention the area of sequence design or spread spectrum mul­
tiple aceess, represented here by an invite" contribution: originally developed in 
the Second World "Yar for communications in a hostile enviroment where the 
enemy tries to jam one', message, it now inclucles non-military applications such 
as mobile radio, cellular telephony, and wireless computer communications. 

Except for AAECC 1 (Dis(Tfie Mathf1l1atics, 56,1(85) and AAECC 7 (Dis­
CT'ete Applied Mathematics, 33,lfl(1), the proceedings of ail the symposia are 
published in Springer Lect1lre Noies zn ComputeT' Snences, Vols. 228, 229, 307, 
356, 357,508, 539. 

It is a policy of AAECC to maintain a high scientific standard, comparable 
to that of a journal, and at the same time a fast publication of the proceedings. 
This is made possible only thanks to th" cooperation of a large body of referees. 

We aimed to have each sllbmission evaillated by at lea~t t"ree referees, and 
we failed only in 9 cases. We had 147 independent. reports froll1 105 referees on 
the 47 submissions. Of these, 6 were withdrawu during the procedure, 12 wcre 
rejected, 7 accepted for oral present.ation ouly, 22 accepted for oral presentation 
and inclusion in the proceediugs. The proceedings also contaill six invited con­
tributions; a sevent.h, by G. Lachand, was not received in t.ime for inclusion in 
the proceedings. 

The conference was Ol'ganized by the lJniversity of Puert.o Rico and sponsored 
by the Al'my Reseal'ch Office Cornell MSI project and by t.he NSF EPSCoR of 
Puerto Rico project.. 

We express our thanks to the staff of the Gauss Laboratory of the lJniversity 
of Puerto Rico and especially 1.0 Tita Santos, for handIing the I"cal organization, 
and to the Springer-Verlag staff ancl especially to A. Hofmann for their help in 
the preparation of these proceedings. 

Febrnary 1993 G. Cohen, T. \1ol'a, O. Moreno 
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Sequence Based Methods for Data 
Transmission and Source Compression 

A. R. Calderbank1 , P. C. Fishburn1 and A. Rabinovich2 

1 Mathematical Sciences Research Center, 
AT&T Bell Laboratories, Murray Hill, N J 07974 

2 Statistics Department, Stanford University, Palo Alto, CA 94305 

Abstract. In the last 10 years the invention of trellis coded modula­
tion has revolutionized communication over bandlimited channels and is 
starting to be used in magnetic storage. Part of the reason is that so­
phisticated signal processing systems involving finite state machines can 
now be fabricated inexpensively. This paper discusses new developments 
in the performance analysis of finite state machines. 
This is the extended abstract of an invited lecture to be given at the 10th 
International Symposium on Applied Algebra, Algebraic Algorithms, and 
Error-Correcting Codes, Puerto Rico, May 10-14, 1993. 

1 Introduction 

This paper surveys recent work on sequence based methods for data transmis­
sion and source compression. We shall focus on new methods for analyzing the 
expected and worst-case performance of finite state machines. We suppose that 
every state transition in the finite state machine is associated with a symbol 
or set of symbols. The output of a finite state machine is then a set of symbol 
sequences or codewords. This set can be searched efficiently to find the optimum 
codeword with respect to any nonnegative measure that can be calculated on a 
symbol by symbol basis. The search algorithm is dynamic programming, that is 
to say the Viterbi algorithm. 

The most familiar application of the Viterbi algorithm is in the decoding of 
channel outputs that have been corrupted by noise. A more recent application is 
the trelIis coded quantization work of Marcellin and Fischer [14] where the mea­
sure is mean squared error (mse). We shall begin by describing a new graphical 
method for analyzing the covering properties of binary convolutional codes. This 
may be viewed as trelIis coded quantization of a binary source, since the squared 
Euclidean distance d2(x, y) between two binary vectors x, y is just the Hamming 
distance dH(x, y). For complete details see [1, 2]. These are the first papers to 
define covering radius of a convolution al code and to describe a procedure for 
calculating this quantity. 

The evolution of the Viterbi algorithm is determined by vectors of path met­
ries. The set of possible vectors forms the decoder state space. Bounds on the 
differences between path met ries are of practical importance in digital imple­
mentations of the Viterbi algorithm. Section 3 describes an example taken from 
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magnetic recording where it was possible to completely determine the decoder 
state space. 

Section 4 considers the problem offinding the closest convolutional codeword 
to a sequence of source samples drawn from a uniform source on [0,1]. The 
mean squared error per dimension can be interpreted as the second moment of 
a Voronoi region of an infini te lattice. This quantity is of importance in data 
transmission and vector quantization. 

2 Graphical Analysis of the Covering Properties of 
Convolutional Codes 

In this section we consider quantization of equiprobable binary data using a de­
coder for a binary convolutional code. Given an arbitrarily long binary sequence 
we wish to calculate the expected and worst-case Ramming distortion per di­
mension. This normalization gives the fraction of bits that we need to change in 
order to reach a codeword in the convolutional code. 

The key observation is that a convolutional code with 2" states gives 2" 
approximations to a given source sequence and that these approximations do not 
differ very much. If we subtract the smallest path metric from the others then 
we obtain a vector with bounded entries. These vectors determine the evolution 
of the Viterbi algorithm. Rence the possible one-step trajectories of the Viterbi 
algorithm determine a finite directed graph on these vectors. 

We shall briefly describe the new graphical method by means of a simple but 
representative example, the rate 1/2 convolutional code C with generator matrix 
[1 + D2, 1 + D + D2]. The encoder state diagram is shown below in Fig. 1. 

01 01 

• .. 
10 10 

II~ ______ ~C-______ ~~ ____ ~ 
11 

01 01 01 

Fig. 1. Trellis diagram for the convolu tional code with generator matrix 
[1 + D', 1 + D + D'). 

The decoder has a copy of the trellis shown in Fig. 1. In every signaling 
interval, the decoder calculates and stores that path terminating in a given state 
that is c10sest to the binary data sequence. The decoder also calculates the 
path metric which measures distance from the data sequence to the codeword 
corresponding to the most likely path. 
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