
Habib Abdulrab Jean-Pierre Pécuchet (Eds.) 

Word Equations 
and Related Topies 

Second International Workshop, IWWERT '91 
Rouen, France, October 7-9, 1991 
Proceedings 

Springer-Verlag 
Berlin Heidelberg New York 
London Paris Tokyo 
Hong Kong Barcelona 
Budapest 

B
IB

LI
O

TH
E

Q
U

E
 D

U
 C

E
R

IS
T



Series Editors 

Gerhard Goos 
Universitlit Karlsruhe 
Postfach 69 80 
Vincenz-Priessnitz-StraBe 1 
W-7500 Karlsruhe, FRG 

Volume Editors 

Habib Abdulrab 
Jean-Pierre Pécuchet 
LMAI Laboratory, INSA de Rouen 

Juris Hartmanis 
Cornell University 
Department of Computer Science 
4130 Upson Hall 
Ithaca, NY 14853, USA 

PO 08, F-76131 Mont-Saiut-Aignan Cedex, France 

CR Subject Classification (1991): F.4.1-3, E.l, 1.2.3 

ISBN 3-540-56730-5 Springer-Verlag Berlin Heidelberg New York 
ISBN 0-387-56730-5 Spriuger-Verlag New York Berlin Heidelberg 

This work is subject to copyright. Ali rights are reserved, whether the whole or part 
of the material is concerned, specifically the rights of translation, reprinting, re-use 
of illustrations, recitation, broadcasting, reproduction on microfilms or in any other 
way, and slorage in data banks. Duplication of this publication or parts thereof is 
permitted only under the provisions of the German Copyright Law of September 9, 
1965, in its current version, and permission for use must always be obtained from 
Springer-Verlag. Violations are Hable for prosecution under the German Copyright 
Law. 

© Springer-Verlag Berlin Heidelberg 1993 
Printed in Germany 

Typesetting: Camera ready by author 
45/3140-543210 - Printed on acid-free paper 

B
IB

LI
O

TH
E

Q
U

E
 D

U
 C

E
R

IS
T



Preface 

This volume contains papers presented at the second International Workshop on Word 
Equations and Related Topics (IWWERT '91), which was held in SCUEOR, 
University of Rouen, from the 7th to the 9th of October 1991. 

Motivated by various activities and new results in the past five years, and by the fust 
IWWERT, which was organized in October 1990 in Tübingen, FRG, by Prof. K.U. 
Schulz, the contribution of the second IWWERT '91 was a very good continuation of 
the frrst one. 

Several researchers working on word equations and on their applications (Iogic 
programming, automatic demonstration, system of formai calculus, combinatory of 
words, etc.) were present and very active at the workshop. 

The workshop was chaired by Prof. G.S. Makanin whose historical contribution in 
this area is weil known. A new research project aiming at finding a new finite 
description of the general solution of word equations is presented in this workshop by 
G.S. Makanin. 

We would like to express our great thanks to LIR (Laboratoire d'Informatique de 
RouenjUniversité de Rouen) and LMI (Laboratoire de Mathématique et Informatique! 
INS de Rouen), to ail the speakers and authors, and to Springer-Verlag for their 
optimal collaboration. 

Rouen, March 1993 H. Abdulrab and J.P. Pécuchet 

B
IB

LI
O

TH
E

Q
U

E
 D

U
 C

E
R

IS
T



B
IB

LI
O

TH
E

Q
U

E
 D

U
 C

E
R

IS
T



On general solution of equations in a free 
semigroup 

G.S. Mal<anin 

Stcklov Mathcmatical Institute, Moscow 

Suppose n is a fcee semigroup with finite alphabet of generator 

ah a2 ... , ak ( 1 ) 
A coefficientless equation in n is given by an alphabet of word variables 

Xh X2 ... , Xn (2) 

and a noncancel/able equation 
CP(Xh X2 ... , xn ) = 'l'(Xh X2 ... , xn ) (3) 

A list of words in the alphabet (1) X., X2 ... , Xn is called a solution of the 
equation (2), (3) whenever the words cp(X lt X2 ... , Xn ) = 'l'(X lt X2 ... , Xn ) 

coincide. 
By of equation (2), (3) in n we mean a description of all solutions of this equation 

by means of free word variables. In addition, the number of free word valiables must not 

exceed n-l. 
The general solution of any equation in two variables CP(Xh Xû = 'l'(Xlt Xû is of 

the form Xl = (u)Â., X2 = (u)Jl, where u is a fcee word variable, À and Il are either natural 

parameters or natural integers. 

Tbe general solution of any equation in three variables XIX2X3 = X3X2XI is of the 

form Xl = (UIUÙÂ.Ult X2 = u2 (UIUÙ,u, X3= (UIUÙVUI, where UI and U2 are free word 
variables and the Â.,).1, v are natural parameters. 

The general solution of any equation in threc variables cp(XIt X2, X3) = 'l'(Xlt X2, 

X3) is representable by a finite number of fonnulas which is constructed from free word 

variables Uh U2 by means of operation of multiplication and raising to a power with a 

variable exponent 

The general solution of the equation XIX2X3 = X3X4Xl is not representable by a finite 

number of formulas which is constructed from free word variables Ult U2, U3 by means 

of operation of multiplication and raising to a power with a variable exponenL 
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Let 1::= , .. "hi,1t"""Mf vector 

denoted the symbol ro('t), the number q by '\)(1:). If '\)(1:) > 1. the vector (ah a2,'" 

will he denoted by the symbol tJ.('t). 

We define here the function 

c " " up are word variables; and vector of integers. 

If \1(1:):: , tben 

"2, a •• , upl: dgf Ui 

-If > and 0, 

U2. a ••• 

solution of mirror in p variables 

XIX2 

is means of the folllowinQ' 

::: [l, Yh Y2. H' Yp.d: (i == 2, p) YIY2 . 
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Xi = [Yb Y2, ... , Yp-lt 1]: (i = 1,2, ... , p) YIY2 ... Yp-l = Yp-l ... Y2Yl (5) 

Xi = [Yp-b Yb Y2, ... , Yp-2' YP-l]: (i = 1, 2, ... , p) YlY2 ... Yp-2 = Yp-2 ... Y2Yl 

Here 1: is an arbitrary vector of integers, and Yh Y2, ... , Yp-l are word variables 

connected by corresponding mirror equation with less than p variables. 

Using the formulas (5) it is easy 10 construct a finite number of formulas describing 

the general solution of mirror equation (4). 

By an elementary equation in n variables we mean an equation of the fOlm 

XlX2 ... Xn-lXn = Xilxi2 ... Xin 
where ih ... , in is a permutation of 1, ... , n, and il #: 1, in #: n. 

(6) 

For each elementary equation (6) we can construct sorne corresponding formulas 

(similar 10 formulas for mirror equation) which describe the general solution of equation 

(6). 

Hypothesis 

The general solution of any equation in fi variables CP(Xl, X2 ... , xn ) = 'JI(Xl, X2 

Xn ) is represented by a finite number of formulas constructed from formulas of 

elementary equations. 

An equation (2), (3) is calledfull if both CP(Xh X2 ... , xn ) and 'JI(Xh X2 ... , xn ) 

contain aliletters Xh X2, ... , Xn. 

By a directed equation in n, we mean an equation of the fOlm XtCP(Xh X2 ... , xn ) 

= Xs 'JI(Xl, X2 ... , xn) with the additional condition aXt > axs• 

This directed equation will be wrltten as follows 

XtCP(Xh X2 ... , xn) ~ Xs 'JI(Xit X2 ... , xn) 

It is easy to show that the general solution of any equation in n is representable by 

means of general solutions corresponding to directed equations in n. 
Let 

XlCP(Xit X2 ... , xn) ~ X2 a(x2, ... , Xn)Xl~(Xh X2 ... , xn ) (7) 

be an arbitrary directed equation in n, (with a possible renumbering of variables). 

The transformation of this equation 

Xl ~ X2 al(X2, ... , xn)(a2(X2, ... , Xn)X2al(X2 ... , Xn»A. Xl (8) 

where a(x2, ... , xn) is identical to al (X2 ... , Xn )a2(X2, ... , xu), and Â is a natura! 

parameter, is called complete. 
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The result of applying the transformation to the eql.l!atllon 

directed full equation 

XICP(Xl' X2 ••• , xo) f- a2(x2, ••• , Xo)X2(X.l(X2 ••• , Xn )x1l3(,,1' X2 ••• , An) 

where il i8 the right-hand side of transfonnation (8). 

i8 the 

(9) 

Starting from the equation (7) and applying the complete transformation (8), we 

construct a list of directed full equations I:h ,,0,1:00+1 with natural parameters. 

Theo we will apply the complete transformation of each equation Li. (Sometimes 

we need to replace the equation containing a component AÂ by two equations containing 

components 1 and AAÂ, respectively). 

We will continue the construction of this "tree" of directed full equatioos, with 

natura! parameters. 

By a polarizated in fi variables we menn any system COl~ls11)tmlg of the 

following four parts (with a possible renumbering of variables). 

1) PoJaOzatOO alphabet 

X2*, "0' x o*, Xl+, X2+' ... , xo+ 

2) Directed full equatiQns 

X2*V+CP(X2*"'" xn*, Xl+, X2+, ... , xn+) ~ Xl+V(X2*,"" xo*, Xl+, 

where X2*V+<P( ••• ) ~ Xl'" denotes 

- either the equation X2*CP( ••• ) ~ Xl... , 

- or the equatioo X2+<P( ••• ) ~ Xl •••• 

3) Polarization 

A polarizated equation con tains the functions aCi) and f3(i) with the foUowing 

domains and ranges: 

mie: 

n(i) : {2, ... , n} -+ {l, ... , n}, 

~(i) : {2, ... , n} ~ {l, ... , n}, 

a(i) = i ~ i = 2. 

~(i) * i. 
The variables X2*, ••• , XI.'I* are polarizated in the equation (10) by the following 

Xa(i) * Xa(i) * , V Xa(i)*, 

only Xa(i) * Carl be 

can be placed after Xi*, or only and 

in the equation (10), or 

or only Xa(i) * and 

Xl>(i)* V xj3(i)+ (- Xi+ 

only Carl be before Xft- in the equation or cao he 

before ,q+). 

We will say that has the variable v, if the polarization (11) contains v. 

We will say that Xi+ has the variable v, if the polarization (12) contains v f- Xi+. 
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4) Additional conditions 

- Xi'" has Xk+ <=> Xk+ has Xi .... 

- If Xi'" has XI+, then a(i) = 2. 

- \1 i [ 3 t (Xi'" has Xt+), 

V 3 s, t (Xi'" has Xs + & xs'" has Xt+), 

... ] 

Here is an example of a polarizated equation in four variables X2"', X3"', X4"', XI+, 

X2+, x3+, X4+. 

X2"'~ X4"', X4+ 

X3"'~ X2"', XI+ 

X4"'~ X3'" 

Theorem 

X3'" t- XI+ 

Xl'" t- X2+ 

Xl'" t- X3+ 

X2'" t- X4+ 

• 
If an equation S(Xh ... , Xn) ~ T(Xh ... , Xn) belongs to the "tree" of equations (7) 

and its branch con tains all variables Xl, ... , Xn, then this equation is polarizated. 

Remark 
If the branch of the equation S(XI, ... , xn) ~ T(Xl, ... , xn) con tains the variables 

x}, ... , Xk, (k < n), then it is partially polarizated, that is its alphabet is X2"', ... , Xk*, 

XI+, X2+, ... , Xk+, Xk+h ... , Xn and its polarization is given by the following: 

• 
If the word R(Xh ... , xn) contains all the letters Xh ... , Xn, then by the prefix of 

this word, we rnean a word P(Xh ... , xo> ofrninirnallength which contains all the letters 

Xh ... , Xn and such that R(Xh ...• xn) is identical to P(Xh ... , xn) Q(Xh ... , xn) for 

sorne Q(Xh ... , xn). 

By the prefix-equation of the equation S(Xh ... , xn) ~ T(Xh ... , xn) we rnean the 

equation S'(x}, ... , xn) ~ T'(x}, ... , xn), where S'(x}, ... , xn) is the prefix of S(Xl, 

xn) and T'(XI, ... , xn) is the prefix of T(XI, ... , xn). 

Theorem 

The set of prefix-equations of the "tree" of equations (7) is finite and can be 

constructed by rneans of formulas of elementary equations. 

• 
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CONJUGACY IN FREE INVERSE MONOIDS 

Christian CHOFFRUT 
Laboratoire d'Informatique Théorique et de Pr(j,gr~imJnatlOli 

Université Paris 7, Tour 55-56, 1er étage 
2 Pl. Jussieu, Paris 75251 Cedex 05 

email: cc@litp.ibp.fr 

Abstract: the notion of in groups can he extended in two ways to monoids. 
We keep on caHing conjugacy version (two elements x and y are conjugale if 
xz=zy holds for sorne z), while we caH transposition the second one (two elements x 
and y are transposed conjugate if x=uv and y=vu holds for !iome u,v). Using the 
characterization of elements in free inverse monoids due to Munn, we show that restricted 
to non idempotents, the relation of conjugacy is the transitive closure of the relation of 
transposition. Furthennore, we show that conjugacy between two elements of a free 
inverse monoid can he tested in linear time. 

Résumé: la notion de conjugaison dans les groupes peul être étendue de deux façons aux 
monoïdes. Nous appelons la première version (deux éléments x et y sont 
conjugués si xz=zy est vrai pour un certain z). alors que nous transposition la 
seconde version (deux éléments x et y sont transposés si x=uv et y=vu sont vrais 
pour certains u,v). Utilisant la caractérisation due à Munn des éléments d'un mono ide 
inversif libre, nous montrons que restrainte aux éléments non idempotents, la première 
relation est la fenneture transitive de la première. De plus nous prouvons l'on peut 
tester en temps linéaire si deux éléments d'un monoïde libre inversif sont '"''''''JOUi'''''''''''' 

l.INTRODUCTION 

Two elements x and y of a group G are conjugale if and if there exisrs z in G 
such that x=zyz-l. This notion is usually extended in two differem ways to monoids (cf., 
e.g., and lOtD. lndeed, say two elements x,y of a monoid Mare conJugate and 
write Conj(x,y) if there exists ZE M such that Xz=zy. Say [heyare and 

write Trans(x,y) if there exist u,v E M such that x=uv and y=vu. Clearly, conjugacy 
is reflexive and transitive but not necessarily symmetric. Moreover, rransposition is 
reflex ive and symrnetric but not necessarily transitive. Nevertheless the following 
inclusions hold in aH cases (where the exponents refer to the of of 
realations and where the star refers to the transitive dosure): 

Trans çTrans2 ... çTrans *' çConj 

few papers have dealt with these two relations \1J;:';:'IJIHUlUY 

and [Zh]). Here we study the case of free inverse monoids, of the 
category of regular monoids for which aU idempotents commute 
precise definition). The main is to prove that in free inverse .... lIr .. ~nlrl~' 
restricted to non idempotents transitive c10sure of transposition: 

Them"cm ln inverse monoids, ail a conjugac)'. 
two non idempotent elemems x and y .meis!y xz=zy some elemem z 
if there exiSl an n~O and a sequence x=xO,xl"" xn=y elemems 

i=O .... n-l there il,V satis/ying Xj=uv and xi+1 =Vli. 

This rcscarch wa.. .. supponcd by Û1C PRe Mathématique-Informatique 
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Also based on this result, a linear algorithm is given that tests for conjugacy in free 
inverse monoids. The main tool for proving this result is the characterization of the 
elements of free inverse monoids by ways of walks in certain trees due to Munn. This 
technique has been ernployed by other authors in connection with the solution of the 
word problem in sorne inverse monoids (cf., e.g., [Me] and [St]). 

In section 2 the main definitions and notions are recalled. Section 3 is devoted 10 the 
valuable Munn's characterization of free inverse monoids and states sorne useful 
elementary properties. In section 4 the theorem is proven and complexity considermions 
are developed. 

2. PRELIMINARIES 

* Given a finite nonempty alphabet L, we denote by L the free monoid it 

generates. An element of L * is a word and the unit 1 of L * is the empty word. 

Given a word WE L*, we denote by Iwla the number of occurrences of the letter a in 

w, and by Iwl its length: Iwl = L Iwla. 

a E L 
* A word u is a prefix of a word w if W=uv holds for sorne VE L . Two words u,v 

are comparable if u is a prefix of v or v is a prefix of u. A word WE r.,* is primitive if 

w=un implies n=1 otherwise it is imprimitive. It is well-known that each non empty 
word is sorne power of a unique primitive word called ils root (cf.,e.g., [LyS] Corollary 
4.1). 

Example 2.1: aba is primitive but abab 1.s not and its root is abo 

Given a linear order on L we recall that it can be extended to L* by defining the 
relation u<v if and only if: 
either luklvl 

or lul=lvl and for some x,u',v'e r.,*, a,bE L, a<b we have'u=xau', v=xbv' 
This ordering is known as the alphabetic ordering. 

Example 2.2: if a<b then b<ab<ba 

In this work, a monoid M will be given by generators and relators, i.e., by one 

of its presentations <L;E> where E ç L * XL *. Altemativeiy, it is customary to denote 
any pair (u,v) of E (also called relator or rule) as u=v. Thus, e.g., <a,b; ab=ba> 
denotes the free commutative monoid on the two generators a,b.Thus, M is isomorphic 

to the quotient "1:: lE where E is the congruence over L * generated by the relation E. 

As said in the introduction, conjugacy in groups leads naturally to two different 

definitions in general monoids. lndeed, starting with the condition x=zyz·l, either we 
observe that it yields the factorizations x=(z)(yz·l) and y=(yz·l)(z) or we multipJy it 
by z to the right and we get: xz=zy. 

In the first case we define the relation of transposition: 
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