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Foreword 

The papers in this volume are extended versions of presentations at the fourth 
International Conference on Infonnation Processing and Management of Uncertainty 
in Knowledge-Based Systems (IPMU Conference), which was held in Palma de 
Mallorca, July 6-10, 1992. 

The conference focused on issues related to the acquisition, representation, 
management, and transmission of information in knowledge-based and decision
making systems. Because of the large range of presentations, we have chosen ID focus 
this book on the methodologies which are related ID artificial intelligence. We present 
both theoretical and applied paper8. 

The first section of the book is devoted ID non monotonic reasoning and the 
management of default knowledge. The second section deals with methods using non
classical logics to deal with imperfect knowledge and to represent its spatial and 
temporal components. The third section presents various methods for the acquisition 
of uncertain and imprecise knowledge. The fourth section is concemed with the use of 
qualitative, uncertain, temporal, and ambiguous pieces of information in knowledge
based systems, expert systems, and process controllers. The last section contains 
papers using artificial neural network methodologies. 

The previous IPMU Conferences have results in three other volumes of the series 
Lecture Notes in Computer Science, Uncertainty in KlWwledge-Based Systems (LNCS 
286), Uncertainty and Intelligent Systems (LNCS 313), Uncertainty in KlWwledge 
Bases (LNCS 521). 

April 1993 B.Bouchon-Meunier 
L. Valverde 
R.R. Yager 
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Possibilistic Abduction 

Didier Dubois - Henri Prade 
Institut de Recherche en Informatique de Toulouse (l.R.l. T.) 

Université Paul Sabatier, 118 route de Narbonne 
31062 Toulouse Cedex - France 

1. Introduction 

The following pattern which from the two premises " if h then e" and "e is observed 
to be true" infers the conclusion "h is plausible", where h stands for an hypothesis 
and e for a piece of evidence, is generally considered as the simplest pattern of 
abductive reasoning (peirce [35]). This pattern can be conttasted with the deductive 
pattern which from "ifh then e" and "h is true" infers that "e is true". 

The abductive pattern although considered by many authors (e.g. POlya [39]), bas 
not been given any logical or numerical formalization until recently, if we except the 
Bayesian model (where we compute the a posteriori probability of h when e is 
observed), and sorne heuristic, numerically quantified attempts (e.g. Friedman [20], 
Bandler and Kohout [3J, Hall [23]). Abduction is often related 10 the handling of 
causation in diagnosis problems. Pearl [32) rather distinguishes between expectation
evoking and explanation-evoking rules. With our above notations, it cornes down 10 
consider the rule "if h then e" with the interpretation "if h is true then e is expected" 
(deduction) and the companion rule "if e then h" understood as "the observation of e 
suggests h as a possible explanation" (abduction). More recently, Pearl and Verma 
[34J have proposed a minimal-model semantics of causation, based on directed acyclic 
graphs. 

Clearly a key problem in abduction is to pro vide sorne status to the abducti ve 
conclusion "h is plausible" and maybe 10 assign sorne plausibility degree to h. Thus 
we may be able to rank possible causes of an observed state of fucts according to their 
respective plausibilities. In the following we briefly review three approaches to 
abducti ve reasoning which come from different research areas, namely 
- the relational approach where a (possibly fuzzy) relation relates causes and 

observations; 
- the conditional approach where the rule "if h then e" is understood in terms of a 

conditional measure and where an a posteriori measure is computed for h (a 
probability or a possibility); 

- the logical approach which looks for minimal set(s) of hypotheses which makes e 
true. 

In each case we suggest how a possibility theory-based model can be used. However a 
comparative and unified view of these three approaches is beyond the scope of the 
paper. 

2. Relational Approach 

2.1. General Princip les 

In the relational model, a set ofpotential causes ~ = (hl,"" hi,"" hm} is related 
10 a set of potential observations (or more precisely of observable effects) ft = 
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