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Preface 

This volume contains the proceedings of RTA-93, the Fifth International Con­
ference on Rewriting Techniques and Applications held June 16-18, 1993, in 
Montreal, Canada. 

There were 91 submissions to RTA-93 authored by researchers from coun­
tries including Canada, France, Germany, Italy, India, Japan, the Netherlands, 
the People's Republic of China, Russia, Spain, United Kingdom, and the United 
States of America. Papers covered many topics: term rewriting; termination; 
graph rewriting; constraint solving; semantic unification, disunification and com­
bination; higher-order logics and theorem proving, with several papers on dis­
tributed theorem proving, theorem proving with constraints, and completion. 

Each submission was reviewed by at least three program committee mem­
bers or their outside referees. Al! the members of the program committee met 
on February 1993 in Nancy and selected 29 papers and 6 system descriptions 
demonstrated during the conference and documented in this volume. 

As for the proceedings of the previous conference, I welcomed the idea of 
presenting in the proceedings a list of open problems in the field and an update 
of the previous list of such open problems, showing altogether the strong activity 
of the term rewriting community in the large. 

Three invited speakers gave a talk on their recent works related to the topics 
of RTA. Sergei Adian presented his work on algorithmic problems for groups and 
semigroups, Leo Bachmair the impact of rewriting techniques on theorem proving 
and Jean Gallier a general method for proving properties of typed lambda terms. 

1 am very grateful to the pro gram committee for their efforts and cooperation 
in deciding the program and other related matters to RTA-93; to Mitsuhiro 
Okada for taking great care of the local arrangements for the conference; to the 
invited speakers Sergei Adian, Leo Bachmair and Jean Gallier, and lastly to 
Marian Vittek for doing everything that needed to' be done to facilitate my task 
in organizing the program committee. 

RTA-93 was sponsored by INRIA (France), the Centre de Recherche en In­
formatique de Nancy (France), Concordia University (Canada), the Center for 
Pattern Recognition and Machine Intelligence, Montreal (Canada), the Natural 
Science and Engineering Research Council (Canada), le Fonds pour la Forma­
tion de Chercheurs et l'Aide à la Recherche (Quebec) and the National Science 
Foundation (USA), and was held under the auspices of the European Associa­
tion for Theoretical Computer Science. 

Nancy, April 1993 

Claude Kirchner 
Chair, RTA-93 
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Rewrite Techniques in Theorem Proving 

Leo Bachmair 
Department of Computer Science 

University at Stolly Brook 
Stony Brook, New York, U.S.A. 

The replacement of equals by equals is a common fonn of equational rea­
soning, of which rewriting is a refinement. Rewrite systems are sets of di­
rected equations, called rewrite rules, that are used for replacements in the 
indicated direction only. A given expression is rewritten until a simplest 
possible form, a normal form, is obtained. Thus, the theory of rewriting is 
in essence a theory of normal forms. If a rewrite system is convergent, thell 
ail possible sequences of rewrites of equal terms result in the same normal 
form. In theories represented as convergent rewrite systems equality can 
therefore be decided rather efficiently. 
Many aspects of the theory of rewriting can also be applied to resolution­
style theorem proyers. For instance, convergence requires that ail sequences 
of rewrites terminate, a property that can be characterized by certain well­
founded orderings called simplification orderings. If a total simplification 
ordering is imposed on a Herbrand base, then ground instances of a clause 
can be interpreted as conditional rewrite rules and refutational theorem 
proving may be viewed as a rewrite process: the negation of a theorem (the 
"goal") is rewritten until a contradiction is obtained. This method is only 
(refutationally) complete, thongh, if the set of rewrite rules extracted from 
the given clauses is convergent, and in general additional clauses may have 
to be deduced. 
In this talk, 1 will discuss the fundamental tcchniques on which this rewrite 
approach to theorem proving is based. Two concepts are of particularin­
teI'est: constraints and redundancy. Constraints provide a convenient way 
of describing the connection between the ground level (which embodics 
the interpretation of theorem proving as a rewrite process) and the gencral 
infercllccs that are adually applicd by a provcr 1,0 givclI da.uses. In tbis con­
tcxt they have mainly bcen uscù to dcscribe unificatioll prublc1l18, orderiJlg 
restridions, and also certain normal-folm properties of tenus. lteùundallcy, 
on the other hand, a1lows one to optimize the proof search, as redunùant 
formulas can be deleted and redundallt inferences be ignored by a theorem 
prover. 
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Redundancy Criteria for 
Constrained Completiop. 

Christopher Lynch Wayne Snyder* 

April 2, 1993 

Abstract 

We study the problem of completion in the case of equations with CQIl­

s~raints consisting of first-order formulae over equations, disequaLions, 
and an irreducibility predicate. We present severa! infcrence sysiems 
which show in a very precise way how to take advantage of redundancy 
notions in the context. of consLraillcd equatiol1al reasoning. A notable 
feature of these systems is the variety of lradeoffs they present for re­
moving redundant instances of the equations involved in an illference. 
This combines in one consistent framework almost ail pracLical criti­
cal pair criteria, including the notion of Basic Cornpletion. In addition 
strict improvements of currently known criteria are developed. 

1 Introduction 

This pape. presents a. fra.mework for exploiting redundancy notions in the 
context of a completion procedure for constrained equations. The constraint 
language consiste of first-order formula.e ovec atomic constraints consisting 
of equations, disequations, and an irreducibllity predica.te. An inference 
system is presented which shows predsely the tradeoffs involved in modify­
ing constraints in order to delete unnecessary instances of the equations in­
volved. The notion of redundancy we use is due to Bachmair and Ganzinger 
[1], and amoun&s to a semantic version of the well-known sUDconnectedness 
criterion (sec [3]). Building on recent work on Basic CompleUon [4, lOJ, on 
constrained completion [8J, a.nd on various crHica! pair criteria [H), 13, l.J] 
(see [3] for a survey), we show lww a wide va,riety oI techniques for removing 
redundant equations can be combined a.nd refined in a consistent framework . 

• Computer Science Deparlmcut, Bostoll U n;versity, 111 Cummington St., nooton, MA 
02215, U.S.A., ly"ch.snyder~c".bu."dll. 
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3 

Special cases of this inference system show how to implement a strict im­
provement of the technique of Basic Completion, and a stronger, hereditary 
version of the criterion based on subsumed critical pairs. In addition, we 
analyze the effect of initial constraints on the computation of critical pairs. 
It is hoped that this research contributes to the further development of the 
theory of constrained equational reasoning and to the practical improvement 
of existing completion procedures. 

2 Preliminaries 

We assume the reader is famillar with the standard definitions of terms 
constructed from a given set of symbols (augmented with an infinite set 
of Skolem constants). A mu/Uset is an unordered collection with possi­
ble duplicate elements. An equation is a binary multiset {s,t}, conven­
tionalIy represented s ;::;;j t, where s and t are first-order terms over the 
given signature. A substitution is a mapping from variables to terms, 
e.g., {Xl H tl,X2 H t2, ••• }, the domain of a substitution u as the set 
Dom(O') = {x 1 X ~ xO'}. The application of a substitution 0' to a term t is 
denoted tO'; if T and p are substitutions, then XTp = (XT)p, for alI variables 
x. 

We assume that a reduction ordering r- (i.e., a well-founded ordering 
closed under substitution and context application) total on ground terms is 
given. Such an ordering can be extended to a well-founded ordering r-mul 

on finite multisets of terms ln the usual way. The ordering r- on equations 
is simply r-mul restricted to binary multisets. The maximum of a set S 
of equations, denoted max(S), is defined as the smalIest S' ç S such that 
VB E S,3B' E S',B::; B'. We denote an equation S;::;;j t where s r- t by an 
expression s -+ t and calI it a rewrite rule; note in this case that we must 
have Var(t) ç Vares). 

The constraint language we shalI use is a modification of the one pre­
sented in [8J to account for irreùucloility constraints. For adùitional infor­
mation on constraints, see [8J anù rcferences prcscnted therc. 

Definition 1 The set of constraillts C is deftned inductively as the smallest 
set of expressions containing the atomic constraints T, .L, s = t, and [rr(s) 
(for every pair of terms s, t), and such that whcnever 'Pl and 'P2 are ill C, 
then so are ('Pl V'P2), ('Pl/\ 'P2), ""('Pd, (3x.'Pd, and (VX.'Pl). 

A constraint ...,(s = t) is called a disequation. 

The set of free variaOles in a constraint 'P, denoted Var( 'P), is ùefineù in 
the usual way. These are the variables that tIte constraint in Iact cOllstrains, 
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4 

and solutions are substitutions over these variables. We typicaJly use I{I and 
1{; to denote constraints. 

Definition 2 Let R be a ground rewrite system. We define the "GIutiona 
Soln( I{I) of a COllstraÎnt I{I relative to R inductively ilS follows. First, 
Soln(l.) = 0. Then, for any ground substitution (J', 

(i) (J' E Soln(T)j 
(ii) (J' E Soln( s = t) if! su = tu; 
(iii) q E Soln(Irr(s) if! 8U is R-irreducible; 
(iv) q E SOlR('Pl A 'P2) if! q E SOIR('Pl) n Soln('P2); 
(v) u E SO[n('Pl V'P2) if! q E SO!R{'Pl) U Soln('P2); 
(vi) (J' E SOIR(-''P) if! q f! Soln(I{I); 
(vii) q E Soln(3x.'P) if! there exists some ground term i 8uch that {x ..... 

t}q E Sol(I{I); and 
(viii) q E Soln(Vx.'P) if! for every ground tcrm t, {x ..... t}q E sQZ('P). 

Thus, each constraint and each ground rewriting system deRne a set of 
ground substitutions; a non-ground substitution q is said to be a solution if 
every ground substitution UT is a solution. A constr<ânt is satisfiable relative 
ta R if there exista some solution; if no solution exista, it is unsatisfiable, 
and equivalent to .1.. We say that 'P is stronger than or a. a strengthening 
of 1/1 if for any R, Soln('P) ç Soln(1{;); alternately, 'Ij; 15 weaker than or a 
weakening of 'P. 

Note that this is Ilot a set of solutions wrt a theory R, as in [8]; the 
rewrite system R is oruy used for the irreducibility constraints. An irre­
ducibility constraint Irr(s) can be used to forbid inferences inta particular 
subterms of an equa,tion whlch are known to be irreducible, for example 
if they are produœd by application of a substitution; this is a particula.r 
kind of rcdundancy check, called the Basic Strategy in H], whlch here is de­
veloped further in the context of equational and disequatioual constraillts. 
In addition, we shall propaga.te irreducibility coustraints through inferences. 
Irreducibility constraints in completion are used in the context of an evolving 
rewrite system which successively approximates the limit canonkal system 
(this limit system is represented by R in the preceecling definition)j thus in 
practice we can only state tha.t a constraint Irr(s) in the context of a cur­
rent rewrite systenl R' is Ialse whell 8 is reJudble by Il'; in gcueral we could 
never say that such il. constraint is true until the limit system 18 reached. 
However, this will be sufficient to develop an rodension to the Dasic Strategy 
in our setting. 

In the sequel an idempotent substitution could be considered to be a 
conjunction of equations; we shall make free use of this below, for example 
forming a new constraint by adding a substitution, e.g., 'P A cr. 
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5 

A constrained equation is simply an equation hetween two terms plus a 
constra.int, e.g., s Rl t [tp). (Later we shaJl extend this notation to append 
other constra.ints to the equation.) The constra.int determines which ground 
instances of the equation are ava.ilable. Since an equation A without a 
constra.int can he considered to he a constra.ined equation A[T], in the 
seque! we use the word equat:ion in general to denote a constra.ined equation. 
The symbols A, B, etc. will he used to denote either an equation with its 
constra.int or simply the equation part, depending on the context. The 
erasure of an equation A[tp] is defined as AIT] and similarly for sets of 
equations. By tpu we denote the replacement of ea.ch free occurrence of 
x E Dom(u) in tp by xu. We assume the normal conventions for avoiding 
free variable capture. Any free variable in tp which does not occur in A is 
assumed in AI tp] to he existentiaJly quantified at the innermost possible 
level. 

For any ground rewriting system R, the set of ground instances of an 
equation A[tp) relative to Ris defined as 

GrR(A[tp)) = {Aulu gr01md, Var(A) ç Dom(u), and u E SoIR(tp)}. 

The set of ground instances of a set E is then defined 

GrR(E) = U GrR(A). 
A€E 

Remark In order to preserve completeness, we only aJlow a constra.int of 
the form s Rl t[ . . • 1 rr( u) ... ] if either u -< s or u -< t. If this restriction does 
not hold, then [ ... Irr(u) .. ~1 is weakened to the form [ ... .1. .. ) if Irr(u) 
occurs negatively (Le., in the scope of an odd number of negations). If the 
restriction does not llOld and 1 rr( u) occurs positively, for u is a constant 
or a variable, then [ .. . /rr( 1.1) ••• ] is weakened Lo the form [ ... T .. ']i but if 
1.1 = /(1.11, ... , un), we can weaken the constra.int into the form [ .. . /rr( 1.11) A 
.. . AIrr( Un)" .Ji this decomposition of the term must be iterated just until 
the restricted form is at ta.ined. We shaJl assume in the sequel that aJl 
equations have this restricted form. 

3 Redundancyand Constraints 

In this paper we present a strong inference system for constrained comple­
tion. We show the various tradeoffs which can be employed when applying 
redundancy notions [1] to eliminate certa.in instances of constra.ined equa­
tions involved in the inferences. Intuitively, a redundant equation is an 
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6 

equation which is implied by smaller equations. Sum equations are unnec­
essary in completing a set of equations. Our carrent formulation owes much 
to the paper [4]. 

Definition 3 Let R be a ground rewriting system and E a set of equations. 
A ground instance A E GrR(E) Îs R-redundant in E if there exist equations 
{Ah ... , An} ç GrR(E) such that Ai -< A for 1 SiS n, and such tllat if 
each Ai Îs true in R, then A is true in R. If A is a non-ground equation, 
ihen A is R-redundant in E if every A' E GrR(A) js. If it js R-redundant, 
for any R, then it is simply called redundant. 

Now let M = {Bl , .•• , Bk} be a set of equations. We say thal A Îs 
R-red1111dant in E upto M if for each ground instance Au E Grn(A), there 
exist equations {A 1, ••• , An} ç Gr R( E) and for each B j E M there exists 
a ground instance Bj E GrR(Bw) such that Ai -< max(B{, ... ,Bk) for 
1 sis n, and such that if each A; is true in R, tllen A is troe in R.l 

For instance, equations with on1y identity instances are trivially redun­
dant. In this paper we present a framework for representing redundancy 
information explicitly in an equation, by adding constraints to the equa­
tion which give more information about which instances are redundantj 
this information can then be propagated during inferences under certain 
conditions. Our notation uses an equation and a triple represented as 
A['Plt 'Pz, M), where A is an equation, M is a set of equations, and 'Pl 
and 'P2 are constraints. We can think of this as an extension of the original 
notation A [ 'P J,50 that the first constraint 'Pl still represents the avail­
able instances of the equation, i.e., GrR(A['Pb 'P2' MD = GrR(A['Pt). 
The other constraint and the set M record redundancy information in the 
following way. 

Definition 4 A constrained equation A['P!' 'P2, M] E E is correct for E 
(or simply correct if E is obvious) if for aU rewrite systems R 
(J)GrR(A['Pd) ç GrR(A['P2D, (2)lf B E GrR(A['P21) \ GrR(A['Pd) 
then Bis R-redundant in E, and (3) If BE GrR(A) \ GrR(A ['P2D then B 
is R-redundant in E up to M. 

For example, an unconstrained equation has the form AIT, T, {A} J. 
We will hereafter assume tha.t aIl equations are in correct form, but may 
eliminate a suffix of the parameters if desired. If M is missing we assume 
1t is {A} and a missillg <Pz i5 assumed equal to 'Ph and a missing 'Pl is 
assumed to be T. The last two components are used to store information 
about the history of an equation. Essentially, redundancy is used in the 

lThe point of ~his rather complex delinition will be made cle"r in " moment. 
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completeness proof to show when equations become true. In passing such 
information around the inference system, it becomes useful to separate the 
ordering requirements in the definition ofredundancy (e.g., "Ai -< An) from 
the logical requirements (e.g., "if each Ai is true in R ... n). We thus wish 
to know when A is implied by equations sma.ller than B, and the set M 
preserves information about the sma.llest such B. It records which a.xioms 
S (original equations) were used to construct a given equation A. Clearly, 
S implies A, and thus (roughly) we let M = max(S) in A. This parameter 
does not change for any particular equation. 

We will use this redundlancy information to delete instances of equa­
tions. For example, it is well known that overlaps at variable positions are 
not necessary. This is because instances with reducible substitutions are 
redundanct. In our framework we make this explicit, representing the irre­
ducibility condition in the constraint. An unconstrained equation lx ~ gx 
would be represented in correct form here as lx ~ gx[Irr(x), T]. It is 
sufficient to to consider cases where the constraint is false to simulate the 
"no overlaps at variable positions" condition and also the Basic strategy. 

4 Constrained Critical Pair Generation 

In this section we give a g,eneralization of the critical pair rule from [8] 
and show how a variety of tradeoffs may be obtained in dcleting various 
instances of the equations involved in an inference. 

The general form of our constrained crilical pair rule is 

C-Deduce 

s -+ t['Pl> 'P2, MJ u[s'] -+ v["pl> "p2, N ) 
u[tJa ~ va[.6.t, .6.2 , max(Ma U Na)] 

where (1) a = mgu(s,s'), (2) .6.1 is a weakening of 'Pla A "pla /\ Irr(sa), 
(3) .6.1 is a strengthening of I rr(xt) fi ... /\ I rr( xn), where {Xl>' •• , xn} = 
Var(u[tJa ~ va), (4) the conclusion is a correct equation, and (5) arter 
constucting tlle conclusion we may potentia.lly modify some of the premise 
constraints as long as these are still correct equations. 

In general in the inference rules we present, equations willltave the form 
AIIrr(st) fI ... /\ Irr(sn) fi 'Pi, 'P2, M), where any variable in A occurs in 
some Si. Note that we have not explicitly stated the condition "where s' 
is not a variable," but in fact this will be a consequence of the irreducibil­
ity constraints built up during the inference process. Inferences involving 
variable overlaps can be shown to be redundant and hence unnecessary. 

The correctness criteria lItere basica.lly assert that if instances of these 
equations are deleted by the inference, then these instances are redundant. 
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The general idea. of the varions instances of this schema. we present is that 
certain insta.nces of the :dght premise are redundant by virtue of certain 
instances of the left premise and the conclusion; the tradeoffs occur in con­
ôidering whether we want to strengthen the right premise by deleting as 
many instances of the right premise as possible, in which case we nood per­
haps to weaken the other equations by making more instances available, or 
whether we wish to strengthen the conclusion as much as possible, in which 
case we can not delete as many insta.nces of the right premise. Essentlally 
these rules can be thought of as combinations of simplification and over­
lap rules. In addition, it is possible to define situations under which the 
Inference itself ls redundant and hence need not he performed. 

Definition 1) For any Rand E, a C-Deduee inferenee as given above is R­
redundant in E if (i) the a-instance of either premise is R-redundant in E, 
or (U) u[tJO" ~ VO"[<PIO"/I'!flO"/lIrr(su), A:?, max(MO'UNO')] is R-redundant 
in E. If it is R-redundant, for any R, then it is simply called redundant. 

To present these inference rules we need to say what the values of the 
constraints in the conclusion are, and how the constraints in the premises 
are (potentially) modified. For each case, we would need to show that 
the conditions of C-Deduce are satisfiedj we omit these proors from this 
abstracto First we present two general constraint modification rules that 
may he applied to strengthen the right premise after an inference has been 
performed. 

Let CM1 he the right premise constraint modification rule: '!fI => '!fI /1 

-.( 0" A A2 /l.1p2), and let CM2 be the rule: '!fI => '!fI /1 ..,(0'/1. A2). 
It cau be shown that if so" -> to" -< urs/lu -> vu then CMl applied to 

the right premise yields a. new correct equation.2 If in addition we have 
MO" -<mul {u[s']O" -> vu} then CM2 appl1ed to the right premise yields a 
correct equation. 

The first inference system presented ia called CCP (Constrained Critical 
Pairs). In thls case the conclusion is as strong as possible, the left premise 
i6 not weakened, and sorne instances of the right premise are deleted. 

Definition 6 Let CCP be the instance of C-Deduee where Al = A2 = 
If'l U /1. '!fI 0' /II rr( su), and where CM 1 is performed if S(1 -> tu -< 11,[ s1u -> VO". 

In the CCP inference Al is as strong as it cau be in an inference. Givcn 
the value of Al wc could try to make A2 as weak as possible sa wc can deletc 
more of the instances of the right premise. For cxamplc, if the conclusion 

'Noi.e tltat if this cOlldii..ion is violatcd. then t.he conclusion is eiUiCI unolicntable or a.n 
idcntity. 
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is fx R: gx[Irr(x), Irr(x)], then we could change ~2 to T, because aU 
reducible instances are redundant. In general, if ~t = Irr(x) A vi and vi 
does not further cons train :&, then ~2 can be set equal to 'P' (this process 
can be iterated). caU the result ofthis iteration NolrrVar(~l)' Although 
we shall have occasion to refer to this notion in alater section, for simplicity 
in this abstract, we have presented a simpler version where ~l = ~2' 

Our second instance of C-Deduce emphasizes strengthening the right 
pretnise as much as possible, essentially by simplifying as many instances of 
the right premise as possibl<e by instances of the left pretnise. In this case 
we may have to weaken the left pretnise and construct a wea.ker conclusion 
than in the previous rule. 

Definition 7 C-Simplify is the instance of C-Deduce such that ~1 = ~2 = 
'l/JtO', and where in addition if su ..... tu ~ u[s']O' ..... vu we change 'l/Jt in the 
right premise to 'l/Jt A .... 0'; final/y, unless M 0' ~mul {u[s']O' ..... vu} hoIds we 
must further modify the prcmise constraillts so thal 'Pl => 'Pl V (0' A 'l/JI A .... 'P2) 
and 'P2 => 'P2 V (0' A 'l/JI)' 

These two rules illustrate the range of tradeoffs available. In CCP we do 
not weaken the conclusion or the left premise, 50 that we can only elitninate 
sorne instances of the right pretnise. In C-Simplify we must weaken the 
constraints on the conclusion and the left premise in gelleral but we can 
then delete all possible instances of the rigltt pretnise. It is possible to 
define inference rules betweelIl these two extremes. In the next definition we 
present two rules whiclt weaken the conclusion but not the left pretnise of 
the inference. 

Definition 8 Suppose su -> tu -< u[s']O' ..... vu. Then we define the rule 
CCPl as the instance of C-Deduce where ~t = ~2 = 'P20' A 'l/JIO' A Irr(sO') 
and with the strengthening 'l/Jt => 'l/Jt A .... (0' A 'P2 A Irr(sO')). If in addition, 
we have M 0' ~mul {u[s']O' ..... vu}, then we may define the instance CCP2 of 
C-Deduce where ~t = ~2 = 'l/JIO' A Irr(sO') and such that 'l/Jt => 'l/Jt A .... (0' A 
Irr(sO')). 

In a similar manner it is possible to define other inference rules that 
partiaUy weaken the conclusion and the left pretnise 80 sorne instances of 
the right pretnise are deleted. For instance we can weaken the constraints 
on the conclusion so that just the irreducibility constraints remain, or we 
can weaken the constraints so that just the equational and disequational 
constraints remain.3 Thus it is possible to define a spectrum of possible 
critical pair rules in our framework. 

3To be precise we would also need to keep the irreducibility constraints on the variables 
of the conclusion to avoid superposing into variables. 
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Now we cOllsider sorne examples of the above inference mIes. COllsider 
the inference 

fa -> b lx ....... gx[lrr(x), Tl 
b ~ ga[Irr(a), Irr(a), fa -> ga] 

on axioms. If we use the CCP rule t.hen we may apply CMl to the constraint 
of the right premise: Irr(x) => Irr(x) Il (x :/= a V -.Irr(a). If we use C­
Simplify then the conclusion becomes b ~ ga [ T] and the right premise ls 
modified by Irr(x) => Irr(x) Il x :/= a. We can now show how these two 
Inferences would provide additional information usable in later inferences. 
Assume we followed the C-Simplify inference just given with 

lx ....... gx[Irr(x) Il x :/= a, Tl gla -> c 
gga~ c[.L,.L, gfa .... c) 

The first thing to note is tha.t this inference is redundant because the con­
straint on the conclusion is unsatisfiable. Therefore the Inference does not 
need to be performed. IIowever, we may be interested in simplifying the 
right premise, 50 we still perform the inference. Using C-Simplify we get 
gga ~ c [T 1 for the conclusion. The fLfst constraint on the right premise 
becomes .L wl1icll means that none of the instances of the equation are nec­
essary. However, the seconù constraint is still T which means that ail the 
instances are redundant. Therefore we may use it to simplify an equation if 
we like, without weakening the constraint, but we are never required to use 
it in an inference. This illustrates the benefit of the second constraint. If 
we had not saved the second constraillt we would have had to weaken the 
first constraint on the left premise. 

To illustrate the benefit of the third componeut of the constraint triple 
we consider following the CCP inference in the first example wiih 

ya -+ b[Irr(a), IrrCa), fa .... ga] !ya -+ ga 
fb Rl ga[Irr(a), Irr(a), fga -+ ga] 

If we want this to be a C-Simpllfy inference the conclusion ean be weakened 
to lb ~ ga[T, T, Iga .... ga]. Then we can use CM2 to set the first 
constraint of the right premise to .L as in the previous example, sinee an 
instances ofleft premise are true by equations sm aller than the right premise. 

We give one more example to illustrate a use of the irredudbility con­
straints. Consider the inference 

fa -+ b fa -+ ya 

b ~ ga[Irr(a), Irr(a), la --+ gal 

We could consider this to be a C-Simplify inference, weaken the constraint in 
the conclusion and clmnge the contraint of the right premise to.L. If we used 
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CCP instead the first constraint on the right premise becomes -.1 TT( a) using 
CMl. Any inference using this equation as left premise is now redundant 
beca.use a must be irreducible in an inference. That is, when fa -+ ga is used 
as aleft premise, fa can be restricted to be in normal form (cf. the prime 
superposition criterion discussed below), which violates the constraint. 

Natura.lly, other rules for simplifying rhs's of rules, orienting, etc. are 
necessary for a practical system, but for brevity we have presented only 
our critical pair rule. These are relatively straightforward adaptations of 
the ideas above, except for the blocking rules, and are presented in full in 
the long version. Irreducibility constraints give us blocking rules based on 
the reducibility of terms in constraints ITT(S). For example, suppose we 
have equations A [ ... 1 Tr( u[s1) ... ] and s -+ t[ rp ], where sp = s'. Then the 
first equation can be changed to A [ ... (lrr(u[s1) A -.(rpp» ... J. Clea.rly if a.ll 
instances of s -+ t are available, Le., rp = T, then this corresponds to solving 
the constraint 1 TT( 'Il) by repIacing it with .L. 

ln the remainder of this section we show how we can set the parameters 
of the C-Deduce rule to give other critical pair criteria as special cases of 
ours. To start with we consider standard completion. 

The standard cTitical pair rule can be represented in our system by 
letting ~l = ITT(XI) A .. • Ahr(xn), where {XI, ... ,xn} = VaT( u[t] 0' R: vO'), 
~2 = T, and P be anything that yields a correct equation (since it will 
never be used). This is only necessary to disa.llow superposition into variable 
positions. The simplification rule can be rcprescnLcd by the same conclusioll, 
with the right premise modificd usillg GMl. Since simplification is OlIIy 
performed when 0' is a matcher, the first consLraint on the righL J)l'emise 
becomes .1 50 the equatlon may be dcleted. 

Prime superposition (7) is a critical pair criterioll which states that an 
inference is ullnecessary if UIC Ihs of the left premise is reducible. This 
follows directly from our redundancy criteria. An infereIlce is redundant 'if 
IrT(sO') is unsatisfiable. In fact our results provide for a hereditary version 
of tlùs criterion. 

General superposition [16] and the critical pair criteria discussed in 
[9, 13, 14] are a.ll examples of a more general principle of subsumed crit­
ical pairs [3]. Once an overlap on an equation A is produced, involving an 
mgu 0', then it is no longer necessary to consider overlaps on A involving 
mgus less general or equal to q, We simulate these critical pair criteria with 
disequational constri1Înts. The constraints on the conclusion would be the 
same as the constraints in the standard critical pair rule. The dilference 
is that CM1 is then performed. The first constraÎnt of tlle right premise 
then becomes ..pl A -'0'. This disa.llows further superpositions into the right 
premise where the mgu is less general than or equal to 0', since tllese in-
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stances are no longer present. Again, our resuIts provide for a hereditary 
version of this criterion. In othee words, if a right premise has heen over­
lapped with mgu u, then the conclusion also never needs to he overlapped 
with an mgu less general or equal to (J, 

In addition to naturally simulating suhsumed critical pair criteria with 
our Inference system we also naturally simulate basic completion [4, 10J. In 
this strategy, overlaps are disallowed on terms illtroduced by substitution. 
This is simulated with irreducibillty constraints. In the conclusion of an 
inference we let Âl = 'Pl(J A 1/Jw and Â 2 = N oIrrVar(Â1 ). Essentially, all 
constraÎnts would he conjunctions of irreducihillty constraintsj constraints 
on the variables of the premises are instantiated by the mgu which restricts 
us from superposing into those positions. In fact, we can ohtain a stronger 
version, because constraints can be kept on tenns not occurring in the equa­
tion. The special form of simplification required in basic completion cau he 
simulated by our techniques for weakening the left premise. 

The completion system in [8] is designed for a set of equations with ini­
tial constraints. The authors are not concerned with effidency constraints 
and redundancy. As we have shown in the beginning of this section, com­
pletion i5 not complete with initially constrained equations unless we allow 
superposing lnto variables. In order to insure completeness [8] considered 
some additional inference rules whlch basically had the purpose of turning 
constrained equatiolls into unconstrained equations. In our full paper in 
preparation we show how completeness can be preserved with initial con­
straints by allowing a limited Iorm of variable ovelap. Our completeness 
proof is the first one we are aware of for equation and disequation constraints 
without any additional rules. We studied the combination of irreducibility 
constraints (to embed Basic Completion) with a subset of theconstraints 
considered in [8j. For example we do not consider oedering constraints (see 
also [12J and (10]), although it seems they could be added to our system 
without major alteratiolls of the framework. 

We now consider the completeness of the rules presented in the previous 
section. For lack of space we call present no formal proofs, referring the 
reader to the full paper. We emphasize that we are considering oruy the 
critical pair rules here, and not the full complement of completion inference 
rules. It is suflicient for completeness however to consider only the critical 
pair rules. 

Following the paradigm developed at length in the book [3]. we define a. 
derivation to model the process of completion. 

Definition 9 A sequence < So, S1I' , . > of sets of equations is a derivation 
from S if So = S and for each i 2: 0, for any R, GrR(Si+Ü = (GrR(S;) u 
El) \E2 where El and E2 are sets of equations such that GrR(S,) 1= El and 
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each equation in E 2 is R-redundant in GrR(Si) U El· Let Soo = Uj n">j S". 
We cali Soo the limit of the derivation. Any equation A E Soo is ëalled 
persisting. 

Definition 10 Let 1 be some instance of C-Deduce. A derivation is an 1-
derivation if each Si+! is obtained from Si by application of the mie 1. A set 
S is I-saturated if every l-inference from S is redundant. An l-derivation 
is fair if the limit is 1 -saturated. 

An Inference rule can be viewed as a method for adding consequences to 
the set and deleting redundant instances. The next result shows that this 
is correct ln the limit. 

Lemma 1 Let R be a ground rewriting system and suppose for two sets of 
equations E and E', GrR(E) ç GrR(E' ). (1) Any closure (or inference) 
which is R-redundant in E is also R-redundant in E'. (2) If a1l ground 
instances in GrR(E' ) \ GrR(E) are R-redundrmt in E', then any equation 
(or inference) which is R-redundant in E' is also R-redundant in E. 

This shows that the Inference systems presented are sufficient to saturate 
a set of equations. We now show that saturated sets are ground canonical. 
ln our framework, this will allow us to argue that our constrained completion 
systems (which are not defined as unfailing) will pro duce canonical sets in 
the limit. Our proof folloW5 very much ln the lines of the proof in the 
journal version of [4], with the addition of the constraint formalism. In 
addition, there are some delicate IeaL ures of the proof w hieh relate to the 
use of the irreducibility constraillts de1ined relative to a rewrite system wltich 
is constructed from the set of constrained equations itself. First we give a 
method for constructing a canonical set of ground rewrite rules from a givell 
set of equations. 

Definition 11 Let E be a set of equations and t:Q denote the set of ail 
ground equations. We define the ground rewriting system RE using in­
duction on (t:Q, r) by associating with each A E t:Q a rewrite system 
RA. Assume for a ground equation A that RB has been defined for each 
ground equation il with il -< A, and let R-<A be defined as UB-<A RB. Then 
RA = {A} if A is a member of GrR-<A(E) in the lorm s -+ t and where s 
irreducible by R-<A; otherwise RA = 0. Finally define RE as UAeEQ RA. 

Notice that the rewrite system RE is constructed out of instances from 
substitutions reduced relative to smaller rewrite rules already in RE. 

Let us say that a ground instance ACT of an equation from E is reduced 
relative to R, or an R-reduced instance of E, if xu i8 irreducible by R for 
every x E Dom( CT). The properties of the preceding definition we shall need 
are as follows. 
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Lemma 2 For RE as just defined, (i) Every equation in RE is an RE­
reduced instance of E; (ii) RE andR-<A for anll A E CQ are canonicat; (iii) 
No eqllation A E RE is true in R-<Ai and (iv) An eqllation A. E GrRp;(E) is 
true in RE iJJ it is true in R-<,A U RA' 

Theorem 1 Let l be sorne instance of the C-Deduce rule, RE be as above, 
and E be an J- saturated set of equations such that for each A[<pI, <pa, M] E 
E, <Pl is stronger than lrr(xl) /1 .•• /1 lrr(xn) for {Xl>"" xn} = Var(A). 
Then RE makes true every member of GrRp;(E). 

We now state the main completeness result of the paper. 

Theorem 2 Let E be a set of unconstrained equations and S be the set 
of equalions A[Irr(xt) 1\ ••• /1 iI-r(xn), Tl, for A E E and {x}, ... ,xn } = 
Var(A). Let < S, ... > be an l-fair derivation from S for sorne instance 
l of C-Deduce. If Soo contains no tmorientable equations the» it is ground 
canonical and eqllivalent to E. In addition the erasllre of Soo is a canonical 
rewriting system eqllivalent to E. 

The proof that the erasure is a canonical (and not just a ground canon­
kal) rewrite system involves a Skolemization step, and is from [4]. This 
shows that our inference system (which was not presented as an ullfailing 
completion procedure) produces a canonical rewriting system in the limit. 
li a derivation is !inite, thell of course the final system is canonical. In 
this case it could be considered to be a constrailled rewriting system, or its 
erasure could be produœd. The adaptation of these results to the case of 
unfailing completion is straightforward and left to the full paper. 

5 Conclusion 

Vve have presented severai Inference systems which show in il, very pre­
cise way how to take advantage of redundancy notions in the context of 
constrained equational reasoning. These systems illustrate the tradeoffs in­
volved in thls framework in a very precise way. We nope that this research 
contributes to the further development of the theory of constrained equa.­
tional reasoning and to the practical improvement of a'CÏsting completion 
procedures. 

The method of proof used in this paper was adapted from our previous 
paper with Bachmair and Ganzinger on Basic Paramodulation [4J (see also 
[10]), whlch in turn adapted the results of [1J (cf. [11J and [17]). However, 
the inference systems are developments of the rilles fmm the seminal paper 
[8] to show how irreducibility col1straints can be used to express the idea of 
Basic Completion in combination with otIler kinds of equational constraints. 
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To apply the procedures given in this paper, one needs to have a con­
straint solving algorithm. Comon and Lescanne [5] have analyzed the prob­
lem of solving constraints of equations and disequations. In our framework 
we also consider irreducibility constraints, however, which complicates the 
situation. For an arbitrary canonical system R, reducibility and irreducibil­
ity tests can be made using inductive reducibility and narrowing tests, how­
ever in our setting these tests must be made with respect to an evolving 
rewrite system and in the presence of constrained rewrite rules. Thus only 
certain tests can be made. Sorne of these have been explained in our block­
ing rules. In general, for an incompletely specified rewrite system, we can 
only know that if a term t is reducible at sorne stage, it will be reducible 
in the limit as weIl; we can never state in the positive that t is irreducible 
before the completion process terminates. 

We do not expect that this framework in its entirety would be necessarily 
be an efficient and useable Conn oC completion procedure. We instead view 
it as a theoretical model Cor constrained complction, sorne oC whose special 
cases may turn out to be practically useful. Our curcent research Cocusses 
on simple and efficient subcases of the general framework which promise to 
eliminate as many redundant infcrences and equations as possible without 
excess amounts of overhead. A particular focus is on subclasses for which 
efficient constraint solving techniques exist. The implementation oC this 
system, and the Basic Completion system discussed in [4], is currently being 
investigated at BU as part of the Masters Thesis [6]. 
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