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Preface

Neural computation arises from the capacity of nervous tissue to process information
and accumulate knowledge in an intelligent manner, Perception, leaming, associative
memory, self-organization, fault tolerance and self-repair, planning, reasoning and
creativity are basic properties of biological systems computed by the neural tissue. By
way of contrast, computational machines with von Neumann architecture and
conventional external programming, including knowledge based systems, have
encountered enormous difficultics in duplicating these functionalities. '

Ini an effort to escape this impassc, the scientific community has turned its atiention to
the anatomy and physiology of ncural networks and the structural and organizational
principles at the root of living systems. This has given rise to the development of the
field of Artificial Neural Networks (ANN), where computation is distributed over a
great number of local processing elements with a high degree of connectivity and in
which extemal programming is replaced with supervised and non-supervised learning.

The papers presented here are carefully reviewed versions of the talks dclivered at the
International Workshop on Artificial Neural Networks (IWANN '93) organized by
Universities of Catalufia (Politécnica, Auténoma and of Barcelena) and the Spanish
Open University al Madrid (UNED) and held in Sitges (Barcelona), Spain, from 9 to 11
June, 1993. More than 160 papers were submitted, of which 111 were accepted for oral
presentation and are included in these procecdings. Extended papers originated from
invited talks rclated to the main topics considered are also included as introductions to
the corresponding scetions.

This workshop has been organized in cooperation with the Spanish RIG of the JEEE
Neural Networks Society, and the IFIP WG 10.6, and has been sponsored by the
Spanish CICYT, the Catalan CIRIT, and the organizing universities,

Collaboration of the Spanish chapter of the IEEE Computer Society, the UR&RI
Communication chapter of IEEE, and the AEIA (Spanish Association for Computing
and Automation) has been obtained.

We would like 1o thank all the authors as well as all the members of the International
Program Committee for their labour in the production, cvaluation and refinement of the
papets. Furthermorc, the editors would like to thank Springer-Verlag, in particular
Alfred Hofmann, for excellent cooperation.

The papers published in this volumc present the current siate in reural computation and
are organized in seven sections:
- Biological perspectives,
— Mathematical models,
— Leamning,
— Seif-organizing networks,
— Neural softwpre,
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~ Hardware implemeniation.

- Applications:
- Signal processing and patiern recogaition,
- Communications,
— Artificial vision,

Control and robotics,

Gther applications).

We begin with biological perspectives, including studics of the anacomical and
physiological roots of neural computation. The biophysical leve!l is enhanced and some
claims on more realistic models of natural computation are included.

Thus far we have examtined biolegy. Now we turn our attention to the world of
mathematica) models and organizational principles. A strong theoretical perspeclive is
needed to scek organizational knowledge that will enable us to reproduce through
synthesis some of the properiies observable in living beings. Self-organization,
continuous Icarning, and genctic algorithms are the opics more reguently addressed.

Learing is the key to ncural computation. If' we say that leaming (self-programming)
should substituie external programming, we must develop algorithims and methods of
local learning comparable in clarity, completencss, and efficiency o thosc in
conventional compotation. It is trug that local training requires more complex
conpections and redundant computations, but it simplifics the global design, includes
intrinsic parallelistn, and gees closer 10 bielogy. As long as the learning algorithms are
execulzd in a general purpose computer scparated from the network we are far from
biclogy.

The next step in the proccedings is related to the development of neara! software
{langunages, tocls, simulations and bénchmarks) and hardware implementations.
Programming cavironments are usually classified as application-oriented, algorithm-
oriented, and general programming sysiems. The simulstion of neural nciworks in
conveniional computers can only be considered as a first step in the training and
evaluation of models, architectares, and algorithms on the pathway tovards intrinsically
paralie! hardware implementations.

The implementation of neural networks depends directly on which neural model and
learning algorithm we seek o implement, In other words, it is necessary 1o distinguish
between () what we wanl to imploment and (&) how we do ii. Once we have agreed on
which computational model and what degree of auionomy we want o implement, the
next siep is how to do it. In all the cases the implementalion can be anafog, digital, or
hybrid and is within a concrete iechrology (clectronic or opticaly. There are two
opuons, which we could call the simple model and the complex model.

In the {irst case, it is accepied that there is litile autoromy. If the second eption
(complex model) is selected, we are forced to think in terms of neurocomputers,
specifically designed for the implementation of nenral networks with local
computation, structural and functional paramciers adjusiment, and several modes of
feactionins {initdalizaton, trainingfearning and ase). Beiween this level (pothing in
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the host, all in the network) and the software simulations in conventional computers
previously mentoned (nothing in the network, all in the host) there should be an ample
range of intermediate situations (specific and general purpose neurocomputers) so that
the closer we come to “all in the network™, the closer we will be to the biological
computation from which we drew inspiration.

The last part in the proceedings is related to applications. The basic qucstion here is:
what type ol applications possess the computational requirements for the solytion of
which it would be advisable to use neural networks? Not all functions are capable of
being distributed.

The majorily of application tasks in neural computation can be formulated as
multilayer classification functions in which a set of input configurations X = { Xm )
associates itself to a set of classes Y = { Yn} after supervised or unsupervised leaming,
Signal and image processing and paticrn recognition are the known examples in this
line. Artificial vision, adaptive control, systems identification, and sensory-motor
control loops are also adequate tasks to be solved using neural nets.

The most serious computational problem in the field of artificial neural nets (ANN) is
the lack of theory, with dircct and inverse constructive theorems. Given a specific
computational family, which would be the map of individual! functions and learning
algorithms such that — when they operate linked by the data — they synthesize the
global function)? Conversely, given a net of thousand of individual processors with
local Iearning, which would be the global computation that emerges as a results of the
cooperative integration of these local computations? It is clear that an engrmous
amount of work still remains 10 be done in neural computation, and this is a challenge
for all of us.

Madrid, April 1993 J. Mira
J, Cabestany
A, Prieto
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BIOPHYSICS OF NEURAL COMPUTATION

K. N. Leibovic

State University of New York at Bulfale

Department of Biophysical Sciences

and

Center for Cognitive Science

120 Cary Hall

Buffala, NY 14214-3005

Abstract:

This paper discusses neural computation in vision, Optimal design links structure-function refationships. This is
evident at the cellular level with rod pholoreceptor siructure subsetving detection in the presence of noise; and it
iz evident in the architecture of neural networks in which parallel computation is carried out in converging and
diverging lines belween different levels of the nervous system. Such an architecture makes possible some interesting
schemes for information processing, including the computation of explicil parameters, resolution and reliability.

Keywords:

Biophysics, optimality, cells and networks, parallel processing, convergence-divergence.
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Introcugtion:

Knowledge s &n Interconrected web, anc 50 biophysical models of the brain setve as patterns for compulationa
imptementations while advances in communications and computers lead to theories, by analogy, of mental
processes. i this paper | shaill discuss some characieristics of neurd computation In relation to vision. | have
choser: vision because it is our primary sensory medaiity and it provides us with a richness of menlal images
exprassed in metmory and languags. We knaw from our own experience that memory is largely visust - some people
are said to hava a photographic memory - znd ows languaga is full of visual metonyms for intelligent aperations such
as "pwpressing a yiew’, °| see what you mean” &nd rnany others {Leibovic 1590}

& principls which seems 1o guide biological evatulion is the optimization of structure and funcilan. Therefore ! shalt
take opthmailly as a theme of this presentaliorr. 1 shall consider photoreceptor cells as an example of the biolegical
components cnd | shali consider the architecture of nieural networks for informaticn pragessing. We can see at the
ceffulzr leve! how the companents are designed for optimal detection T the presence of noise, whils in neural
netwarks wa find a design that is particulany well-adapted for rultivariable, parafie! comprgailons.

The Optimal Desiqn of Photoreceptors:

The rods and gcories of the retina absart light and convert the photon energy into a neyral response. These cells
are mora o less cylindrical and they presont their circular cross sections to the patizm of light incident on the retina,

Design Conslderations for Rod and Cone Q‘aﬁﬂe:erg:

Figire 1 flustrates the arrangemert of gholoreceptors inthe retina. 1t is clear that there are requirements for photon
sapture 2nd bnage resolution, both of which are related to the aperlure 2nd cross section of the cells. A large
aperiure is desirable in dim Murination, but this would compromise resolution indavlight, br cur case evoluiion has
solved the problem withous compromise by devoting the cones, especially in tire fovea, {o daylight vision, and the
rods to vision i dim iitumination. The diameter and spacing of our taveal cones are al tha Mt of oplical difiraction,
while cur rods are sapable of counting sinlz photone,

In some regions of ous retina {e.¢., at 18° from the fovea) the rods are as slender and tighily packad as the cones
in ihe fovesz, whits farther from the fovea cones are guite fat and tapered towards tha tip. These varialions in shapa
reflect different requiramients subserving a foveal design, such as movament sensitivity in the periphery versus form
agrceplion in the center. Differant speties, in diierent ecological niches also show different designs. This is
Hustraled for rods in Flgure 20 rods, fike sones, can be fat ar thin, long ar short.

While high resciutlon requires a small cell diameter a large rod dizmeter can be advantageous not anly in dim
flurnination, and in movernen! detection, but aiso in a noisy phetic envircnment where the atsorption of more than
one photon ig needed to reduce felse alarms.

Gonslderations such as thesa detenmine photoreceptor diameter. There is an extensive litereture devoted to this
topic {zee reviews by Snyder 1978, Pugh 1988). Os the other hard, pholcreceplor length has hardly baen
sansidered. ¢ shail therefore devote tha rest of this sactinn ta photoreceptor ength, focussing especially on rods.

Slenificance of Lentth in Bod Function:

Responding with areat sensitivity Lo one or a faw photons, noise is an Important factor in rod function. The photon
anergy is amplified by as mush as 10° times In producing the neural response, This is mecialed by & biochemicat
cycle and the longer the rod for a given diameter, the more therimal noise s produced. Thiz argues for a short
fength. On the other hand, the officiency of absorbing & photon depends on the number of absorbing layers, and
this argles for a Jong rod. Noise aru abscrption efficiency are the primary variables in rod function. How can one
azhieve a compromise between them and optimize the design?

[ nave developead ar, optimization criterion 1o adldress this question {Leibovic 1990, Leibovic and Mareno-Diaz 1692}
It s given by: ’

A = [-explas) {-O/THs/LIANE/L o





