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Preface 

KGC'93, the Third Kurt Giidel CofloqulUm, hcld on August 24-27, 1993, at 
Ivlasaryk University, Brno, Czech Itepublic is the third in a series of biannllal 
colloquia on \ogic, theoretical computer science and philosophy of mathematics, 
which are organized by the Kurt Gôde] Society. The first colloquium took place 
in Salzburg, Austria (1989) and the second one in Kirchberg am Wechscl, AllstrÎa 
(1991). The aim of this meeting is t.o bring together researchcrs working in the 
fields of computationallagic and praof theory. \Vhile praof theory traditionally is 
a discipline of rnathematicallogic, the central activity in computational logic can 
be found in computer SCIence. Tn bath disciplines methods were invented whÎch 
are crucial to oue another. "\'\Te hope that this conference win further st.rcngLhen 
the bridge between logic and computer science, an importftnt task in a time of 
growing specialization. 

This volurne conjains COlltributions by 36 allthors from 10 dilTerent cOllfltries: 
10 invited papNS and 26 contrihuted papers, which were s€lectecl from over 50 
submissions . 

. Many jhanks to the referees, without whose hard work a selection ?;uaranteeing 
high quality lVould Il ave been i rnpossihle. \VI: gratefully iicknow ll~dge the fi lJiincial 
sponsorship by the following inst.itutions: 

Internat.ional Union of His1.ü ry anll l'hilosophy of SClencc, 
Christian Doppler Laboratory for l';xpert Systems, 
Allstrian T ... rinistry for Sciellce and RescardJ. 

June 1 9~l,1 G. Gottlob, A. Lei1.sch, D. Mllncliel 
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The Mathematics of Set Predicates in Prolog 

Dip. di lnfonnatica, Universita di Pisil. 
boerger@di.unipi.it 

2 .l'Sil, University of Zagreb 
dean@math.hr 

Ab!\tract. We provide il. logical specification of set predicates findall 
a.nd baga! of Prolog. The specification i5 given in proof theoretic krms, 
and pertains ta any SLD -resolution based language. 'l'hl' arder depen~ 
dent aspects, relevant for languages emhodying a sequ!'ntial proof scareh 
stIategy (possibly with side rffects), can he added in an orthogonal way. 
The specification also allows us to prove that baga! cannat he defined by 
SLD- rcsolutioll alone. Vr.'e show the correctness. wrt ta our ~peci:fication, 
of Demoen's deIilLition of baga! for Prolog in Prolog. The specification of 
baga! allows us ta ULIOW same light on the logical problems with .5dof. 

Introduction 

The solution collectîng predicatcs findull. bago!, selo! of Prolog have been quite 
extenslvely discussed in the literatlLte - [PerPor 8I]: [Warren 82J, [Uedl1 8ü], 
[Ueda 87J, [O'Keefe 90J, [Demoen 91], [DoM 91], [WG17 92J and can he found, 
in different versions, in most Prolog system>l (DEC-lO, C, Quintus, BIM, Sic­
stus, IBM, LPA, ... ). DiscusElon has however mainl)' been about whcther and 
wh)' the)' should be used, and whether and how they arE' elimînable. The dis­
cussion never came to the point that tht'se predicate~ are needed because they 
express (however imperfed.Iy) jundfJ.me"IltfJ.lloyJeal prùLclples, wJljeh have explic­
itly becn wil.h us sinee Frege. This may be beeause the predicatcs are Il>llJally 
explained through examples and defined, if at ail, by specifie algorithms, and 
not by a mathematical sema::ttics which could be dearly seen as derived from 
those prineiples. 

We provide a purely logical semantics of fi1tdall and ba.qoI prcdicates, based 
on prooftheory ofSLD-resolution but îndepenclent of an):" particular proof scarch 
strategy. The specification thus pertains to any SLD-resolution based language. 
We relate the specification of bagoj ta the underlying fundamenial mathematÎ­
cal principles of comprehension (abstraction) and parametrization. Sorne choices, 
made in (current practice and) the draft ~talldard proposaI [WG17 92J for bagoj, 
turn out ta be best justified by combin..illg prooftheoret.ical and model theoretical 
considerations. Once the specification i>l given, we can prove tbal. bago! cannot 
be defined by SLD-resolution alone. \oVe also prove that the algoIithm, prob­
ably intended by the ISO Prolog standardization committ0e [WGI792J, and 
expressed by an eJegant piece of Prolog code by [Demoen nlJ, is correct with 
respect ta our specification. 
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2 

The maLhematicaJ crux of the paper is section 2 wl1ich provio!)s ~hc logi­
cal semantics of l/aga!/3. Section 1 prepares the ground with a logîcal (order­
independent.) sernantics for findalf/3, giving also the methodologica! paradigm. 
In Section 3, wc provc correctness of Demoen's Prelog code fOf oa.grf. In Section 
4 we examine sdof. 

Terminology and notation 

The notation for 'the set aî aU x such that P( x)') {x 1 P(:t) }, i8 understood as 
denoting application of comprehension (abstradion,colledion) operator to vari­
able x and expression P(x), whicb bmde ail occmrences of x within its scope-in 
very much ~he .'lame way as othe! variable-binding opeTators, such as V,:3 in 
predicaèe calcul us, ,\ in ).---cftlclllmL. f: in Integral caleulus ... bind all occurrences 
of a variable in an expression. Variable (occurrences)s whlch arc not. bound, in 
this sense, are frte. In order ta distinguish this {agiral notion of baund variable 
from the computing notion of variable being 'bound to a value', we shaH call the 
latter, in. this logic programming context, instantiated. 

Every textbook on logic explains wby bOUlld variables can and must be re­
named, to avoid clashes wÎth varIables which occur free in the saJUe context. 
Ylost notable example În !ogic programming i5 probably renaming of a clause 
to be resolved, since aIl variables occurring in a clause a.rc tacitly understood as 
being bound by a universal qnantifier. 

vVe I?hall have ta deal with multisds (bag,~, 'sets with repetitions'). Wc adopt 
the following notation, for 'the bag of al! x such that. P(x, i), sa t.hat, for eac.h 
such i E A, a copy of x is tflJr.en' ) where A is an ordinary sct: 

(x 1 P(X,i)"EA. 

In snch n.n expression x, i are both bound. For instance 

1 . '·2 . \ 1 \ 
\J : l -:;::;: J fiE,-l,O,l);:;:: \0,1, l,. 

wh.ere the form (Xl," . Zr. ) will denote bags given by e!iumeration (ob'liously, 
the order of enumeratîon i.s irrelevant liere). We shaH drop the indication of index 
set, i E A, when it is clea: from the context. We use V LO denote multiset union, 
Lhus (1,2,1} V (2,2}::: {1,1,2,2,2}. 

\Ve shaU otherwÎse rely on standard notation and tcrminology of logic pro­
gramming, cf. rApt 90J. 

1 Semantics of findall 

The predicate jindall(T, C, L) has been introduced into Prolog in order to auto­
mate the process of finding (through repeated backtracking) and coUecting into 
a list, al! values of the term T wÎth which the goal G succeeds, unifylilg subse­
quent!y t.his list with L. Can wc mi"xe sorne logical sense out. of thi:;; procedural 
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3 

description, uncoupling îts overdependence ou Prolog backtracking (and hcnce 
on ordering)? 

Let t be a Lerm and g a goal. Let X be the (sequence of) variables occuring 
in t, and Y the variables occuring in 9 but not in t. During the computation of 
g, both X-variables and Y-variables get mstantiated to sorne values. By find­
all(t,g,l) ouly the values of the X-variables are collected inlo the list, while t.he 
collecting phase disregards tbe Y values. The mathematicalldea ullllerlying this 
collecting process can be, in the first approximation, expressed by comprehension 

{,(X) 13Y g(X, Y)}. 

Note that ail variables are bound here, Y's by quantification, and X's by com­
prehension3 . These bound variables must. be treated as nameless dummies, i.e. 
as distinct From aU variables occurrîng free in the same context-in 1 or in the 
calling enviTonment-cven if they have the sarne name. But note that being a 
free or a bonnd variable is hcrc a rllutirne propcrty; as long as findall(t,g,l) is 
not called, aIl variable occurrencr:s in l,g,1 are inst.ant.iated nniformly. The ne­
cessity to distinguish hound From free variables, without in generalusing explicit 
variable-binding operators with synt.actically clearly defined scope, does create 
sorne difficulties for logic progr1lJ1lming, a..,> we shall see in a more pronounced 
wa.y in the section on seiof. 

In the context of usual model thcory of logic programming, an approxi­
mate model-theoretic specification for findall would then he: comput.e (a finite 
[epresentation of) the set 

S={t(a)13b I=g(a,b)} 

where a, h are undcrstood as ranging ove[ (a finite pow(,r of) the Hcrbrand unî­
verse (i.e. sequences of ground terms). This approximate specification dîsrcgards 
bath possible repetition of solutions and the order of their appearancc. 

We cannat do much better with model theory alone, since findai! inherent.ly 
involves proof-theoretic notions . 

. although Prolog reports solutions, it is looking for proof~, and findullf3 
Is defined to retum an instance of the t for every prao! of g. [O'Keefc 90] 

For the foIlowing proof theoretical analysis we have t.he assumption that 
the SLD-tree of 9 is finite (since otherwise the computation of findall will not 
terminate). In that. case, as is weIl known, forterms a, b of the Berbrand univcrse, 
1= g(a, b) iif f- g(a, b). 

Let ihen 11"1, ••• 11"" be all SLD-proofs of (t.he original goal) g, and U"i = u"(1f;) 
t.he corr!,,!sponding answer substitutions. Tbe requirernent, as formlllatcd hy 0'­
Keefe, can be expressed by the bag 

B = (t.crir; 1 U"i = u(1I";), 1'" g)i=l, . . n 

3 Remember that {t(X) 1 •.. } is set theoretiçal shorthand for 
{U l 'X(U ~t(X)& .. )}. 
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4 

where each ri is a renaming of tv , by :resh variables (more exactly, we assrnn€ 
the ranges of 7';'8 to be disjoint, mutually and from the set of all variables present 
in the callîng environrnent). The Ieuamings may ileed sorne explanation. Only 
the X, Y variables, whicb appear in the original i, g as well as in Ü'j, really 
need renaming, sinee ail other variables, which may aCCUI in ter;, are brought 
in by resolution, and therefore are always Iresh. The renarning make3 every bag 
element come with distinct variables. Intuitively tbis makcs them indepeüdent.­
mutually, and from the environment---as they should be, sÎnee they come from 
independent computations. More formally, this is needed to distinguish between 
free and bound variable occurrenccs, sinee our multiset comprehension also binds 
all variables which OCCUt !here. 

Ta sum up, a bette! approximate specification of findall is; compute a tepre­
sentatioll of B. It renne!;' the first model-thcoretic approximation by the obvious: 

Proposition 1. For a ground term t(a), t(a) E S iffit ls a (ground) instance of 
an element of B. 

This makes every elemenê s of B stand for, in da,ssical model theory, 

{U 1 F 3Z(U = ,(Z))), 

where Z are aIl variables occurring in s. The bag represents the union of (sets 
represented by) its elements. Note tJlat, under this illterprecation, all variables 
in s should be seell as bound. 

A natural repl'Cllentation of a bag 1S a li8t of its elements. Such a repre­
sentation, howevel', imposes an -ordcl'ing on bag elements (as wOlild auy oLher 
simple representation). If we are to have unique reprcsentability, sorne ordering 
eriterion must, then be selected. Since our specification h<U:l 50 far l'cmained ar­
der independent, we can adopt any choice whatsoever. Thereforc wc have the 
following 

Specification of findall(g,i,l). Given an orderÎng çriLcrioD, compute the repre­
sentation of B in that ordering and uniîy 'Ille resulting lisi. wiih l. This unifier 
18 the answer substitution. 

For languages based on sorne sequential proof sea.rch strategy, the natural 
cllOice of ordering is the so!1ltion order-l1lg (the solutions come in the 1ist in the 
order in whicb they appeaI during the computation). For Prolog this 18 the usual 
Jeft-to-right pIeorder of the tIee. For languages with side effects, a proviso should 
be added: the side efrects of prods 'if; appear in the order in which l.hey happen 
(in those prcofs). 

2 Semantics of baga! 

\iVherea$ nohody has problems with llUdcTfltanding or exphining finda!l-this 
ùu:t is rcficcted in the st.raightforwardness of the precedîng section-this does 
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5 

not seeru to be the case with ba,qat, as one can see from the discussion ln the 
literaturc. In fact bagof(t,y,l) brings iuta the logic programming environment 
the fundamcntal mathematicaloperation of prJ.'ramelerized comprehension, which 
can ber in t.he first approximation, expressed by the comprehension 

(t(X) 1 g(X, Y)}. 

where now howevcr the variables Y are free-the}' are the pararnet.ers, and 
what. necds ta he representcd i8 Dot only the collection but also its dependence 
on values of parameters. An approximate model theoretic specification 18 then: 
compute (a finîte representation of) the set 

S(b) = (fla) IFg(a,b)} 

in its dependence on paramet.ers b. 
A proof-theoretic anaJysis has to proceed more gradually here, kceping how­

ever the assumption of finiteness of the computation tree. If we fix parameter 
values h, the proof-theoretic approacb of the previous section gives us the mul-
tiset 

B(b) :::::: {tl1iPirlll1;::::l1(1J'i), I~'g, YtTiP;::::::h}. 

where t, l'ri, l1i are defined as in the previous section, Pi is the (minimal) ground 
substitution instantiating Ycri to b (i.e. their mgu). The renamings ri rename 
(freshly) only those bound variables, occuring in t17" whirll arc not instantiatcd 
by Pi.This mcans those X's, that do not occur in Y17i, Le. are not linkcd ta 
parameters by the answer substitutions. No Y's arc renamcd herc, whieh refLects 
tbeir role of parameters; their identity must be preserved -across alternative 
solutions and wrt te the callÎ:1g environment- -formally they are free in the calI 
of bagof. As in the case of findall, of course, the distinction of free vs. bound is 
a runtime property. 

For referellce, let us note that domaius and ranges of pi,"" as defiued above, 
are pairwise disjoint, thus 

Lemma 1. Substitutions pi,ri, as defined in B(b), commute. 

We have t.he obvious 

Proposition 2. A ground t.erm is an element of S(b) iIT it is a (ground) instance 
of sorne clement of B(h). 

if our approximate specification is refined ta 'computing a finÎte rcprcscn­
t.atiou of H(h) in its dependence on b', we are led ta the following (tenta.tive) 
requircments: 

Requirement 1. If there are no free variables, bagof(t, g, l) behaves exactly as 
findall(t,g,l), given that 9 has a solution at ail (cf. below). 

Requirement 2. ln gencral, bagof(t,g,l) may have alternative solutions. 
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5 

RequireIIlent 3. Alternative SO!U[.lOilS ta bagof(t, g, f) shouLd rcftec! clependellce 
of B(b) on b. 

RequiretneI!~ 118 due tu the observatlen "hat, in case of no free variables, wc 
are really talking about B from the previous section. Requiremcnt 2 then follows, 
since it ls easy ta concoct examples yielding drastiCally different bags fOf different 
instantiatiOfiS of 9. Requiremflnt 3, howewf, does h,we a model-theoretic HaVO;]f, 
wbicb may Dot be quite appropriate in this proof-theoreti<:: context- ---what i8 
computed in prcofs, namely, are not ground instances of parameters, b, but 
'computed parameter values' YUj. Renee requirement 3 ma.y be moderated by 

Requirement 4. Alternative solutions to ba.gof(t, .q, i) shouid refiect alternative 
computed parameter values. 

From the wording of Requirement 4 it is cJear why we haclm put an additional 
coadition on Kequircment 1: if g had no solutions, Requirement 4 WQllld prohibit 
us ta return an empty bag, since if, wO'J.ld not rcflect any computed pal"ameter 
value (see also [Warren 82]). Thus, 

Requirement 4'. If g has no solution, bagoj(t,g, l) should fail. 

Requirc!llents 3 and 4 s10uld not be takcn tao literally; tbey wou!d namely 
he contradîdary. Requirernent 3, taboll jiterally, would lead to the following 
collection procedure: take B(b)'fl, strip aw?y t.he ground substitutions p;, and 
pravidc the finitely many (up ta renarn;ng of nonparametrÎc varé"hles) bag:o 
as alternative solutions. Equivalelltly, we wuld denlle alternative results t.a 1e 
(sorne renamings and unifications o(ef. Definition::3 below) 

where T ranges ove! all m{lx~ma! nonempty indli'-x sets such that ail computed 
parameter values YO'i, i E Tare mutually consistent, i.e. unifying. It. i5 easy t.o 
see that every B(b) is, elementwise, an instance of an R. 

This WOllld, howevcr, destroy Rcquirement 4 completely. Same computcd 
parameter values would reappear in differer.t solutions, and it is pc~sihlc for 
sorne different (bui consistent) v(llues to appe:!.r always t,oF;ether (if ibere is no 
further alternative ta separa/.c them). 

How is Requirement. 4 then ta be understood? If we take 'alternative' com­
p,Jted parameter values literally, as tomillg from djfferent proofs, then ë-ll col­
:'ecting is lost (as aIl bags wou!d be singleton), contradicting cven Requirement 
:.. ,",,'e thus have to abstract from proofs here, and look eJsewhere for a criterion 
of 'being altemative'. 

TheIe seems to be (almost) a consensus in the Prelog commun:ty about 
wnere te look-t.a mode} theory. From mode! theoretic point of view, ·computed 
parameLer values are different if they have diiTert'nt sets of (ground)" instances. It 
;8 known [Apt. 90] ta be equivalent ta the following criterioll: camputcd pa.ram":!er 
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values Yu;, YO"j are alternative if they arc Ilot variants. The decisîon, to group 
inta one alternative solution (bag) those proofs which yield variant parameter 
values, 15 then expressed by 

Definition 1. Answer substitutions (Ji, O"j are equivalent if Yu;, Yo] are .variants. 
Denote by l,' the equivalcnce class of u. 

For laLer use, let us record 

Lemma 2. For a parametcr Y 

(a) Y E 1!ars(Yu;) => Y Ut = y 
(h) Y E t!ars(Yu;) => Y E va1"s(Yuj ) 

at exactly the saIIle position, f(Jr (J'" /Tj E E. 

Proof. Statement. (a) follows from answ()r subst.itutions heing idempotent-cf. 
[Apt 90J. Statcment (h) follows from (a), observing that sequences 

... /(. .. Y .. .) ... Y ... and .. /( .. 1 . . ) ... Y ... 

cannat be variants, for any Z which i5 not Y. 

Definition 2. B(b, E) = (tO"ip,r; 1 YU'Pi::: h, ai E 1.,); 

Proposition 3. B(b) = V {B(b, E) 1 b îs :m insT,ance of Y O"} 

A solution to bagof(t,g,1) will then he definul, up ta ordcring, by 

Definition 3. B(E) (tu;r;r;6 1 (fi E Eh where () is the mgu of Y and 
aIl YO";F; with 0"; E E, where r; are fresh renamillgs of those bound variables 
occurillg in to"; and YO"; (and therefore not renamed by r;), 

This unification is necessary to preserve the identity of parameters-unin­
stautiated variables, distinct from X, Y and possibly brought into Yu; by SLD­
resolution, are ail distinct, but should be matched across pioofs contributing to 
the same bag. Thus yB now 'piovides a cannonical representative of 'computed 
parameter values'. Tbe Pi'S of Definition 2 and p of Definition 3 are linked by 

Lemma 3. Let Pi = 7llgu(Yu" b), p = mgu(YB, b). 'l'heu the equatiollp; = r;Bp 
holds when bath sides are restricted ta var.ç(tO";) U vars (YO";). 

Praof. A pararneter Y liot occurring in Ya., is neccssarily Îucluded il! the 
domain of U;, and therefore by idempotence cannat occur in its range, aJld hence 
not in tai. Thus the lemma does not claim anything about Y, and the followillg 
cases remain ta be proved: 
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Case Y E varS(Yvi) 

Case Z!if; varS(Yui) 

Case Z E vars(Yui) 

8 

Then Yr~ ::= y sinee Y is liot in the domain ri; 
YB == Y by Lemma 2 (a) and the definition of B. 
Therefore Ypi ::= Yp = Yr;Bp by definition of Pi,P. 

Then ZPi ::= Z by definition (and relevanee) of Pi; 
Z ri ::= Z sinee Z is not in the domain of ri; 
ze == Z by definition (and relevance) of B; 
Zp= Z by definition (and relevanee) of p,O, 
since Z ft vars(YB). 

Then Zr;e is a variable (because al! YUi are 
variants) occurring, in YB, ai exactly the same 
positions in which Z occurs, in Yu,. Then the daim 
ZPi = Zr';{}p follows by definition·of Pi,P. 

B(E) covers exactly al! the B(b, E) via instantiations of parameter values 
to ground terms, as shownby 

Proposition 4. Each B(b, E) is identical to B( E)p for P ::= mgu(Y8 b). 

Corollal'Y. For each substitution r such that YOr is ground, B(E)r is an in­
stance of B(YOr, E). 

Proof. The equations 

tUiPi'l'i := tUiriPi ::= tUir'ir;6p 
Y (TiPi = Yu;r;ep =: Yep 

follow, respectively, from Lemma l, Lemma3, Lemma 3 and the definition of e. 

In a call of bagaf(t, y, 1), g is usually allowed to be a quaniified goal, i.e. a 
form Zt . .. ZnA 

YI, where fh· is a goal, understanding the variables ZI, ... , Zn to 
be existentially quantified. That would, in a first modeltheoretical formulation, 
mean S ::= {t 1 :lZI ... Zn gl }. The simple remark, that quantified variables are 
bound, suflices to make our treatment verbatim correct for quantifiedgoals too. 

The logical specification, resulting from the above decision, is then: 

Specification of bagof(t, g, 1). Given an ordering criterion, for (alternative) so­
lution correspondîng to equivalence class E, compute the representation of B(E) 
and unify it with le. This unifier, composed with (J, is the answer substitution. 

For languages based on sorne sequential pro of search strategy, we must specify 
the ordering of appearance of alternative solutions~the natural choice Is the 
solution ordering of nrst elements of their representations. For languages with 
side effects we must specify alsa the side effects of bagot(t, g, 1). In case of Prolog, 
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the decision of ISO WG 17 seems to be 'follow the lisual implementations', i.e. 
execute all side effects of findall(t, g, 1), before reporting any solutions of bagof 
(cf. also Section 3). 

Propositions 3 and 4 might help explain sorne of the lisual difficulties in 
understanding bagof. It namely violates the lifting property of SLD-resolution 
[Apt 90]: a solution of an instance of a goal is an instance of a solution of that 
goal. Here, as shown, the solution B(h) (given that 9 itself has the lifting prop­
erty) for an instance of 9 may only be patched together from instances B(h, E) 
of alternative solutions for g. For instance, if predicate g, checking whether at 
least two of its three arguments unify, was defined by clauses 

g(E, E, A). g(E, A, E). g(A, E, E). 

a cali of bagof(1, g(Y1 , Y2, Y3 ), L) would yield three alternative solutions, each of 
them unifying L with [1], whereas a cali of bagof(1, g(Y, Y, Y), L) would have 
only one solution, unifying L with [1,1,1]. Given the lifting property of SLD­
resolution, we have 

Proposition 5. Given any ordering criterion, a predicate satisfying the above 
specification of bagof cannot be defined by SLD-resolution alone. 

This proposition confirms that sorne interleaving of model-theoretical and 
proof-theoretical arguments, in deriving a logical description of bagof, was in­
evitable. It also makes visible that the notion of declarative semantics, if we are 
to analyze real phenomena such as bagof, cannot be understood in a very narrow 
sense (say only in terms of simple fixpoint constructions like classical Tp )4 

3 Correctness of Demoen 's specification of baga! 

In case of Prolog, several descriptions of bagof have been put forward in the con­
text of the standardization effort in ISO WG17 [Demoen 91, Dodd 91, WG17 92]. 
The only specification which, to us, seems to be clear and precise enough to be 
related to our specification by a proof, is due to Bart Demoen, and cornes in the 
form of the following elegant piece of Prolog code [Demoen 91]. 

bagof( Term, Goal, Bag) :-
freLvariables( Goal, Term, Vars), 
findall( Vars - Term, Goal, Answerlist) , 
produce(Answerlist, Answer, Vars), 
Bag = Answer. 

4 Proposition 5. applies, strictly speaking, ta findall as weil, but, as shown by the 
above example, 'less strikingly so'. 
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produc:e({ p(j,'rams - T'erm 1 Resi], Bag, Vars) '­
split(Rest, Params, TernIs, Bags) , 
(Bag:::: [Terrnl Tams], Vars:::: Params 

produce(Bags, Bag, Vars)). 

',' [' '1 Il) 8pt! \. J,-,~,~ . 
split([ Parnms - Term 1 Hai}, Pammsl, [ Term i Terms], Bags) :­

varil1nts(Params, Param$J), 
!, 
split(Rest, Panl1nsJ, l'tI'ms, Bllgs). 

spht([ Term 1 Termsj, PaTantS, Bag, [Term 1 Ba,qs]) : 
spht(Terms, Pam"w, Bag, Bugs). 

VITe have not listed the code for predicatcs frecvariables; variants - of them 
we shaH assume the following. 

(ii) 

freu)ariables( Goal, Tcrm, Vars) unifies Vars with the li,,'C oÎ a!l 
variables free in Goal vat. Tarn, i.e. of thosc unquantified 
variables in Goal whieh do TIot oceu! ill Term, 
varianis(X, Y) fails if X and Y ;J.r~ nOL VarilL'lt8, and llnifies 
them together otherwise. 

~'ote t:lat, in t,he algorithm, the IreG_ vi1,riables are detectcd only ut runt.ime, 
after bn.qof ha;; been calkd, as t.hey should De. Since implemcntaLions of Prer 
~og 1l.'maHy do not provide the occur-che.ck, scmantic reasoning about Prolog 
programs nsnali)' apphes only to sitllatiüns satisfying the following additional 
generaJ assumption: 

(üi) AIl unifications executed are not. subject t-o the eccur-·check. 

In "jew of the fad t.hat the draft Prelog standard proposai [ViG17 92] does not 
specify behaviour of systems when this assmnption is violated, there is little 
that can be said in that ca.se. In pa:ticular, since most implementaticnsproduce 
~dempotent and relevant mgu's as saon as assumption (iii) l::01ds, 'Ile wül in this 
section rely on that, l'nder assumptions (i), (ii), (iü) we have 

Proposition 5. Demoen 's Prolog code is correct wrt ta specification of baya! 
in Section 2. 

l'roof. We have to prove that, CE alternative bac..\:trackillg caIls, the algorithm 
computes the representation of each B(L) and urrifies it with Bag. Givcn (the 
code under) liGnaI operational und~r~ta.nding of Prolog, i.e of the way it ~eal"ches 
the SLD--trec. following remarks are truc 

(a) The only point whcre the SLD-trœ ca,n brunch iuto alternative solutions 
(choicepo'int, in WAM jargon) is the onc indicated by the semicolon in code for 
prod,ltce~backtracldng will use iL only arter a solution has bcen produced; 
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(b)'Witnesses' Vars (generated by free_vanable.~, cL assumption (i)) fCrre­

sent the Yu,'s. In case that sorne Y remains umnstantÎated by (sorne iff a11, cf. 
Lemma 2) U;'5, it will, in this algorîthm, get renamccl by findall. Ta l'lee this 
does not affect the compuLed R(L'), consider dcfinition 3 with the renamings ri 
extended 80 as to Iename such uuinstantiated Y's as weiL () how<:ver uodoes this 
extra renaming by unifying al! such Yr: Logcther and with the original Y's. 

(c) (} is created lllcrernentally, propagating unification along the list as it 
is being split by variants (cf. assumption (ii)), unifying Yu;'s together, and 
completed aiter a solution î5 produced by explicit unification Bag = Answer, 
unifying them with Y. 

Theo a simple induction Qver the size of B(l.,') proves that the algortihm finds 
the (next) B(E) in the right ordering, and an equally simple inductioJl over the 
number of E':;; (Sohltions) shows that it finds them ail. 

For the rcader who finds thi .. proof ta be handwaving, and r'OquirŒ fi. 'more 
formaI' argument, we wauld have ta substitute 'the usual operational uIIder­
standing' of Prolog (i.e. of the way it searches the S1D-tree) with a mathemat­
ical model. Our tree model [BoeRas 91, BaeRos 92J adheres so dosely to this 
'llsual operation al understanding' that a t.ransfer of the preceding proof ta tJw 
rnathematîcal model is nothing but an excercise, which we may leave to t.he 
interested reader. The primary purpose of operational semantîcs was, after aH, 
preciscly Lo provide operational arguments of this kind with sorne certain~y and 
dignity of mathematics. 

4 Analysis of setof 

From the set theoretical point of view, a bag is just a redundant representation 
of a set. The predicate setofis thus usually explained as being the same as bagof, 
with 

(a) removing duplicates from solutions: 
(b) sorting the solutions, providing unique list represenl atian. 
Both (a) and (b) are simple and weIl justified in case of ground terms. In G:l.se 

of uninstantiated variables in terms however, both (a) and (b) require definitiOIl. 
Trying to find a cornmon demoninator of currcnt practice, 150 WG17 has 

decided [WG17 92] to interprcte d1lplicates as idcnlir.a/ terms in sense of Prolog 
predicate ~~ /2. However obvious t.his choice may sccrn, in casc of not fully 
instantiated terms it is impos!>ibl€ to justify Iogically, Il..'l sensed also by O'Keefe: 

(setof is) ... only sound when the ftee variables and template variables 
are bound to sufficiently instantiated terms ... [O'Keefe 90J 

Considet a database wjth facts 

p. p. ,(Z, Z). ,(Z, Z). 

The calIs setof(l,p, ['1), sdof(X,p, L 2 ), setof(X, q(X, Y), Ls) provide, under this 
semantics, the solutions LI::::: [1], L2 ::::: [X',X"], r3 ~ [YJ. L2 has two ele­
ments only due Lo renaming of bound variables (by r; of sedion 2) -X', X" are 
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just plaœholders, nameless dummies which cannot.oecur anywher€ el~. In light 
of model thcorctic discussion of Sect~oli 1, X' stands here for 

(U i F n'tu = X')}, 

~ut then X',X II stand for the same thing (even the sameexpreBsion, cf. below). 
'The fallacy of collecting thcm herc as distinct abjects may originatc from the fad 
thal the binding comprehension operator IS not visible any morc. Jt Îs BaiaIious 
i.n logic that no meaningful distinction can be made between expressions which 
differ ooly wrl. the names of their bound variables-they are considered as being 
syntactically identical. For instance, fol x 2 dx = J; y2 dy is n01 a th~ol'üm of the 
tntcgral calcillus-the two sides are simply the same expression. For systematic 
discuS<lion in the context. of À-cakulus, cf. fBarmdregt 84]. 

'1'0 define dupllcat.es by ::::co:; /2 amounts to collecting sets of namC5. Even 
without drawing on the vast literature 011 the perils of confusing uaming and 
meaning, mention and use, note that colkcting names is surdy Dot what the 
user Î8 led to think of when writing a seto! expression. 

t'rom the logied point of view then the tcrms being collcded by bago! should 
at leasL be considered as duplicates when They are variants, modulo (variables 
hnked br answer substitution ta) parameters. 

From· the (c1assical) model theoretic poi!).t of viey.; it would even be natu­
raI to consider as redundant also instances of terms which already exist in the 
repre..o;entaiion-they add only (ground) elements which are already represented. 

In both cases it is simple to a.dapt our specification of bago!, to yi.eld an 
appropriate seiof, without complicating the implementation p_"x"ccssively. 

As to sorting criterion, it is really the fixation on names wbich musi have 
led ta term ordùing as a snpposedly natura! choice [WGl7 921~ven though 
different implcmentatîons cannat be reasonably expeded to agree aD. ordering of 
uninstantiated variables. In sorne case!; the ordering i6 thus left undefined, mak­
ing it implementatiofl dependent and not portable. In addition, term ordering lS 
Dot presefved by instantiation, which is another, this time unnecessary, violation 
of the lifting properly. 
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