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FOREWORD

The papers in this volume were presented at the Aegean Workshop oo Compu-
ting: VLSI Algorithms and Architectures (AWOC 86}, organized by the Computer
Technology Institute in Patras in cooperation with ACM, EATCS, IEEE and the
General Secretariat of Research and Technology (Ministry of Industry, Energy &
Technology of Greece). They were selected from 70 abstracts submitied in response
to the program committee’s call for papers. We thank all those who submitted ab-
siracts for their interest in AWOC. We expect that revised and expanded versions
of many of the submissions will eventually appear in refereed journals.

AWOC 86 will take place in Loutraki, Greece, July 8-11, 1986. AWOC 86 is the se-
cond meeting in the International Workshop on Paralle]l Computing & VLSI series;
the first meeting took place in Amalf, Italy, 1984,
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DIGITAL FILTERING IN VLSI*
(. Bitardi* and F.P. Preparata*®*
{(Inviled Paper)

Abstract:  In this paper we take a first step in the study of VLSI realizations of digital filtering.
Tor increasing input rate, processing is feasible only by resoriing 1o massive paralielism, i.e.. 1o an
ng -th extension of the original order-n filter. We show thal the speration is reducible to canvo-
lutions with fixed 71 -vectors and propose to realize the computation by means of the twisted-
reflecled-tree. a network naturally suited for prefix computation. We discuss the issues of preci-
sion and operand length, and illustrate the arising area/data-rale/delay trade—offs.

1. Introduction

Digital signal processing is onc of the most important special-purpose computations.
Although a primary target of VLSI implementation, this problemn has not yet been analyzed -
except for preliminary attempis - in the context of VLSI computation theory. The purpose of
this paper is 1o take & first step in such analysis,

In recent years, a VLS model of computation has been proposed ([T80). [BK&11}) to capture
the essential fcatures of VLS! as a computing environment and to allow for mathematical
analysis of chip design. The performance of designs has generally been measured in terms of the
chip area A, and of the computation tiine T. The area-time trade-off has been investigated for
several fundamental computational problems.

In this context, two basic operations of signal processing have received considerable atten-
tion: convolution [BPVB3}, and discrete Fourier transform ([180], [PV81], [T83]), [BS84]). In this
paper we begin to investigate, from the VLSI complexity perspective, the central problem of digi-
tal signal processing, that is digital filrering.

A digital filter (of order n ) is a length-preserving transducer whose input and cutpul are
discrete-iime signals related by an n -th order linear constant coefficicn! diffcrence equation
[0S75], [K80]. Since the input and the output of the Alter are infinite sequences, a computation
Ume relative to the cntire input is meaningiess in this context. Instead, the following measures
are of interest: the data rate, p, defined as the number of input samples received per unit time,
and the defay, A, defined as the (maximum of ihe) difference between the time at which a given
output sample is produced and the time at which the corresponding input sample is read. We
shall therefore study the area/data.rate/delay irade-off of VI.SI digital filters, as & function of
the order of the filter and of the precision by which signal samples arc represented.

Traditional structures for filters ({0875]. Chapter 4) are interconnections of adders, mul-
tipliers, and delay eleinents. Typically, signal samples are input one at a time, and the perind
between consecutive samples is at least of the order of one multiplicalion time. The area/data-
rate trade-off of these siructures is due only to the area-time irade-off of their arithmetic com-
penents, and the maximum data rate is limited by the maximum speed at which numbers of the
desired precision can be multiplied.

1This work was supported in part by Nationg] Science Foundation Grant ECS #4 10902 and by the Ioint Services Riectrouics
Program under canirzct NOOO14-84-C-0149.

*Department of Computer Scieace, Cornell Pniversily, [thaca, NY 14853,

“*Departments of Flectrical and Computer Engineering and of Cotnputer Stienee. Coordinated Science Laboratory, University of
Illinois, Urbana, 1. 61501, .
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Here we propose 2 new algorithm for filtering that, by working on a multiplexed version
of the inpul signal, can process many samples simulisneously. The data rale can be increased
wiihoul changing the speed of the basic arithmelic blocks, obviousiy at the expense of & higher
degree of parallelism in the systemn, and therefore of a larger area.

1 Section 2 we obtain an interesting expression of the input-output relation of an n-th
order flter in terms of convolutions of sequences of O{n ) length. In Seclion 3 we propose an
impieme'nla'tion of the digital filter as a network of convolvers. In Section 4, we determine the
operand length required to achieve the desired precision. Finally, in Section 3, the area/data-
rate/delay trade-off of this network is discussed {or the case in which the convelver structure of
{BPV83] is deployed.

2. Problem Formulation
A digital filter iz a linear time-invariant system described by the difference equation
n n—}
Loa, yu—j)= Zbulr—i) (1)
i=0 (=0
where u (1 ) (the input signal) and y{r } (1he ouiput signal) are real-valued functions of the
integer variable r (time). and the a,’s and b, s (the filter coefficients) are real constants with
ag=1.
It is convenient to consider a state-variable representation of filter (1) of the type

x 7+li=A x{r)+bulr), (2}

yt)=cTx{t)+dulr), (3)

where x (£ ] is an n -dimensional statc vector, A an n X n matrix (transition matrix), b and ¢
n -dimensional veclors, and 4 a scalar. Among the quadruples (A, b, c, d } that make (2} and
{3) a realization of {1), we choose the one known as reachability form where A [K80, p93] is the
companion matrix with last row [—a,_ ...—al. b 8..01F, ¢ é[(b,, b gy e db =g OF
and a & bo We also introduce the reachability matrix R=[A"'b A" ?b,...b]and the obser-
vability matrix H={c AT¢ (AT 1c¥ associated with representation (2) and (3)
[K80,p.801

We now consider the n-th order extension of filter (1), with input
w(r )=l dule +D it +n =1 output y )=y (), v +1)y @ 4n =], and state
x {t ). Repeated application of {2) asd {3) yields the Tollowing eguations for the extension:

x t4+n)=F x{r 1+ R uir} {(4)

vir} =H x(z}+Tulz) (5}
where F éA T oand T is a lower-triangunlar nxn  Toeeplitz matrix with first column
[deTb,cTAb.cTA™ Y.

The following lemmas show that the matrices F, R, H, and T have a special struciure
thati can be exploited when computing x {z +n ) and y (1 ) via {4) and {5).

Lemma 1. let r —~ca < j <\+eoo, be the selution of the equation

j *
rytag, oy et apr,, =0, such that rg=land r; =0for j <0. Let R ; denote the Toeplitz

matrix





