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Editorial

Artificial Intelligence has become a major discipline under the roof of
Computer Science. This is also refiected by a growing number of titles
devoted to this fast developing field to be published in our Lecture
Notes in Computer Science. To make these volumes immediately vis-
ible we have decided to distinguish them by a special cover as Lecture
Notes in Artificial Intelligence, constituting a subseries of the Lecture
Notes in Computer Science. This subseries is edited by an Editorial
Board of experts from all areas of Al, chaired by Jérg Siekmann, who
are looking forward fo consider further Al monographs and proceed-
ings of high sclentific quality for publication.

We hope that the constitution of this subsseries will be well accepted
by the audience of the Lecture Notes in Computer Science, and we
feel confident that the subseries will be recognized as an outstanding
opportunity for publication by authors and editors of the Al community.

Editors and publisher
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FOREWORD

The number of publications on the management of uncertainty in expert systems has grown con-
siderably over the last few years. Yet the discussion is far from drawing to a close. Again and again
new suggestions have been made for the characterizalion aud vombination of uncertain information
in expert systems. None of these proposals has been adopted generally.

Most of the mclhods recommended introduce mew concepls which are not founded on classical
probability theory. This book, however, wriltten by statisticians, investigates the possibility of
piving a systematic treatment using the classical theory. It also takes inlo account that in many
expert systems the available information is too weak to produce reliable point estimates for prob-
ability values. Therefore the handling of intcrval-valued probabilities is one of the main poals of
this book.

We have not dealt with all important aspects of these issnes in our study. We inlend to continne
our research on the subject with the aiin of solving those problems which still remain unsolved. Also
we are aware of the facl that the experience of other rescarchers may throw new light on some of
our statenicnls. Therefore we are grateful for any criticism and for all suggestions concerning
possible inprovements to our treatmeont.

We had the opporlunity to discuss some parts of gur study with Thomas Kimpke, Ulm, and owe
valuable suggestions to him.

Since our native tongue is German and we live in & German speaking environment, we had some
difficulties aa regards the English style. Louise Wallace, Plymouth, has supporled us very much in
this respect, although she bears no responsibility for remaining tmperfections.

Angeliese Hfiser and Angelika Lechner, both from Munich, carclully managed the editing of a
manuscript which progressed step hy step to its final version. Dieter Schremmer, Munich, sup-

ported us by drawing the diagrams.

Their heip is greatly appreciated.

Munich, January 1990 Kurt Weichselberger, Sigrid P8hlmann
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