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Editorial 

Artificial Intelligence has become a major discipline under the roof of 
Computer Science. This is aise reflected by a growing number of tîtles 
devoted ta this fast developing field ta be published in our Lecture 
Notes in Computer Science. Ta make these volumes immediatety vis­
ible we have decided ta distinguîsh them by a special cover as Lecture 
Notes ln Artificiallntelligence. constituting a subseries of the Lecture 
Notes in Computer Science. This subseries is edited by an Editorial 
Board of experts tram ail areas of AI, chaired by Jorg Siekmann, who 
are looking forward 10 consider further AI monographs and proceed­
ings of high sclentîfic quality for publication. 

We hope that the constitution of this subseries will be weil accepted 
by the audience of the Lecture Notes in Computer Science. and we 
feel confident that the subseries will be recognized as an outstanding 
opportunity for publication by authors and editors of the AI community. 

Editors and publisher 
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FOHEWORD 

The uumber of Pllhlications on the mauagement of uncertainty in expert systems has growll con­

Hiderably over the last kw years. Yet the discussion ia far from drawing Lo a cluse. Again and again 

new suggestions have been made for the charactcrizMion ami cumbination of tlncertain information 

in expert, sy~tem~. None of these proposais lias bren ad()pt~ generally. 

Most of the mcLhods reoommended introduce new concepts whieh are not founded on cJassicnl 

probabîlily theory. This book, howcvcr, wrÎUen by statisticians, invBstigates the possiùility uf 

giving a systematic treatmcnt usÎug the dasskal theory. It also takcs inLo account that in many 

expert systems tbe avallable information iB too wealc ta produce reliah!e point estim.J.tes for prob­

ability values. Therefore the handling of inierval-valued probabiHties is one of the main goals of 

Lhis book. 

"Ve have Ilot dealt with .'Ill important aspects of thffie iSSlle8 in our study. Wc inLeuù ta continue 

our resea.rr.h on the subject wiLh the aim uf solving those problems which stîll remain unsolved. Also 

we are aware of the faei Lhat the p.xperience of other rcsearchers L11ll.y throw new light on sorne of 

our statemcnLs. Therclure we are grateful for auy critici~m aml for .'Ill suggestions conceming 

possible illlpruvernents ta our treatment. 

We had the oPP01tunity to rlisr.USS sorne parts of our Sludy wH,h Thomas IŒmpke, Ulm, amlowe 

valuable suggestium to him. 

$ince our native tOllgue i~ German and we live in a German ~peaking environrnent, wc had SOIlle 

difficulties as regard~ the English style. wuise Wallace, Plymouth, has supporLeù UH very much in 

[his respect, although she bears no responsibility for remaining iillperfediclTls. 

Annelî~e Hllser and Angelika Lechner, both from Munich, carcIully Iml.nagen tbe editing of a 

ill:.l,nU8cript which progressed st.ep by step ta its final versiun. Dieter Schremmer, Munich, ~up­

ported us by drawing the diagrams. 

Their help is greatly apprcciat.eù. 

Municlt, January 1990 Kurt Wcichselberger, Sigrid P5hlmann 
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