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Preface 

As the term is most generally used, knowledge acquisition (KA) refers to the 
interdiscipIinary study of problem solving models as weIl as life cycle and 
methodologies for knowledge-based systems. Knowledge acquisition is now 
recognized as an important research field that includes topics such as: elicitation; 
apprenticeship and learning systems; issues in cognition and expertise; knowledge 
acquisition from various media; context-dependent, dynamic knowledge; ontologies. 
This workshop focused on methodological guidelines for advanced system design. 

Knowledge acquisition remains a crucial problem in artificial intelligence as weil as 
in computer science and engineering in general. Each time a software system has to be 
developed, experience shows that the ficst step is always to state the problem that we 
want to solve! It seems that this common sense statement is not always a rule. 
Problem statement in volves task analysis and end-user requirements definition. 
Knowledge acquisition enters into play when human know-how and heuristic 
knowledge need to be considered. This hum an factors viewpoint is becoming an issue 
in the knowledge acquisition community. 

The Seventh European Knowledge Acquisition Workshop (EKAW '93) gathered a 
large variety of papers in this areas. Brian Gaines' introductory paper provides a very 
interesting scope of the previous Knowledge Acquisition Workshops and the 
emerging researches in the field. EKA W usuall y combines an open day meeting and a 
four-day closed workshop with a limited number of participants. In 1993, EKA W was 
held in Toulouse and Caylus, France. This volume reports the best papers presented 
during the workshop. The variety of these papers shows the diversity and maturity of 
the field. 

Knowledge acquisition is oCten acknowledged as a modelling process. Brian Gaines 
explains how knowledge acquisition research came to this conclusion. He develops 
the current trends in this direction. As a complementary point of view, Guy Boy 
suggests a new direction of investigation for knowledge acquisition: the design of 
dynamic systems. His paper proposes a defintion of such systems and stresses their 
specificities and related knowledge acquisition issues. 

Problem solving models 

Characterizing knowledge acquisition as modelling defines a number of concepts and 
identified difficulties. Among them, problem solving models are essential. Building 
adequate models from specific expertise can be improved by the definition of 
guidelines and steps. Two papers are concerned with this objective. In S teps in 
Constructing Problem Solving Methods Akkermans1 proposes a rational top-down 

1 Contributions are indicated orny by firs! author's narne for the sake ofreadability . 
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support for problem-solving methods construction, including conceptual refinement 
and operationalization. In Modelling Arlificial Legal Reasoning, Breuker suggests a 
way of modelling legal reasoning that can be considered as an assesment task. He 
presents assesment models of problem-solving as weil as an architecure for legal 
reasoning systems. 

AnOL!;er related research field is jnterested in the definition of support tools for 
knowledge modeUing. The three fol1owing papers develop SUdl works. In A Machine 
Learning Tooi Designed for a Model-Based Knowledge Acquisition Approach, 
Thomas presents The ENIGME system a Machine Leaming system that learns 
operative domain knowledge by exploiting a model of expertise as defined in the 
KADS methodology. Syslemalic Building ofConceptual Classification Systems with 
C-KAT, by Zacklad: C-KAT is an acquisition support method and tool dedicated ta 
tlle design of a feature-oriented classification system. Il uses a specialised problem­
solving model: classification by structural shift. Making Role-Limiting Si'..ells More 
Flexible, by Poek: Role-limiting metllods shells are acknowledged as hardly wired. 
The authors analyse and decompose them into smaller mechanisms in order to enable 
llew configurations of role-limiting metllods and shells. This flexibility increases the 
applicability of methods and also reduces the cost of tlleir development 

Severa! papers compare existing modelling approaches and environments. Such 
comparisons are the starting-point ta better specify and define guidelines or modelling 
structures that should facilitate knowledge acquisition and knowledge-based system 
design. HeurÎstic Control Knowledge: From the study of control raIes in problem 
solving methods in KADS and COMMET aproaches, Causse proposes an additional 
level of description for these models: the heuristic control level, where heuristic 
control knowledge i8 described. In Generic Tasks in KEW, Allemang relates an 
experiment in which generic tasks are cast in L'Je KEW framework and formaI 
language for model description. Its results not only prove the possibility of connecting 
the generic tasks and KADS-KEW approaches but il also leads ta improvements in 
both of them. Linster's paper A Review of Sisyphus 91 & 92: Models of Problem­
So/ving Knowledge synthesizes the various contributions to the Sisyphus project in 
1991 and 1992. A three-dimensional framework is presented to situate and ta compare 
L'le approaches, highlighting the building blocks used to model and later implement a 
knowledge-based system. 

LiCe cycle and methodologies 

The second part of this volUiIle gathers papers concemed with knowledge acquisition 
life-cycle and methodologies. This central part of knowledge acquisition research 
covers a wide set of dimensions: me specification of a refinemem cycle during which 
knowledge is increasingly modelled, the definition of methodologies and 
workbenches as well as the study of dedicated elicitation techniques to he integrated 
as specific tools in these methodological frameworks. 

Three papers propose to consider knowledge acquisition as an incremental process. 
They present methods and tools ta support such a cycle. Model Construction in MIKE 
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(Model Based and Incrementai Knowledge Engineering): The key dimension studied 
by Neubert in order to faciIitate the incremental design of a knowledge model is 
knowledge representation. As an answer, the author promotes the combination of 
informai and semi-formal representations within an hypermedia environement, MIKE. 
EXPECT: Intelligent Support for Knowledge Base Refinement: As a response to the 
need of making knowledge acquisition tools easier to use for domain experts, Paris 
proposes to integrate explanations and new communication means in such systems. 
CERISE: A Cyclic Approach for Knowledge Acquisition, by Vicat: The CERISE 
workbench promotes a cyclic knowledge acquisition, firstly by refining a KADS 
model and secondly by validating and improving this model once it is made 
operationaJ. 

The following three papers provide different views on what a knowledge acquisition 
methodology should be, refering to psychological foundations, questionning 
knowledge analysis and modelling, or addressing the problem for specific kinds of 
knowledge. In Personal Construct Psychology Foundations for Knowledge 
Acquisition and Respresentation, Shaw gives an overview of personal construct 
psychology and its expression as an intensional logie describing the cognitive 
processes of anticipatory agents. These results are presented as a theory for 
knowledge acquisition and representation, as psychology offers the advantage of 
promoting a constructivist view when modelling human knowledge. In Knowledgè 
Acquisition Without Analysis, Compton differentiates several kinds of KA methods. 
Sorne methods support knowledge analysis, based on a classification of ways of 
solving problems and providing adequate tools. Other methods focus on the addition 
of validated knowledge as long as mistakes are discovered bya system. Ripple down 
mies are presented as an iIlustration of this second kind of approach, which avoids 
analysing knowledge. In Acquisition and Modelling of Uncertain. Incomplete and 
Time-Varying Knowledge, Mengshoel proposes a methodology adapted to the 
acquisition of imperfect and temporal knowledge. A study of existing methodologies 
proves that this problem is not actually considered. Several propositions to extend 
them are presented as a solution. 

The definition of workbenches is also a means of providing support for knowledge 
acquisition. Steps in using the workbench are often defined bya related methodology. 
The three following papers foc us on partieular aspects of different workbenches: the 
combination of tools, the status of the end-user and the design of a knowledge-based 
system as the result of using a workbench. In The Emerging VITAL Workbench, 
Domingue discusses the general framework of the VITAL workbench, focusing on 
the user interface and the control integration. The author also describes the tools 
supporting the tool management, the knowledge-Ievel modelIing as weil as the model 
implementation. Multis II: Enabling End-Users to Design Problem-Solving Engines 
via Two-Level Task Ontologies. by Tijerino: The Multis II environment is an 
acquisition system that interacts with do main experts that want to make a model of 
their knowledge and generate a customized knowledge-based system. In The 
Participatory Design of a Computer Assisted Knowledge Engineering Methodology 
and Tool: The ALADIN+ Project, Muzard presents ALADIN+, a computer assisted 
knowledge engineering method and tool. It promotes participatory design in 
accordance with a cybernetic approach of the organisation and of the design process. 
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New elicitation techniques stillneed 10 Ile defîned in arder ta acquiI-e specifie kinds of 
knowledge suell as graphical representations, gradual knowledge, kIlow!edge in texts. 
The last three papers in this volume propose answers to such needs. Knowledge 
Acquisition With Visual Functional Programming, by Addis: The CLARITY 
environment combines two approaches for kIlow ledge acquisition: visuai functional 
programming based on a functional database language and a graphical representation. 
/l.cquisition of GraduaI Knowiedge, by Dieng: Topoï are graduaI inference nJles. Tnis 
paper proposes ta use !hem as a knowledge representation for gradual and qualitative 
lmowledge, bath at the symbol and at the knowlecige level defined by Newell. In 
Acquisition and Validation: From Text tG Semantic Network, Biébow considers 
semantic networks as a convenient knowledge representation mat facilitates domain 
kIlowledge acquisition from texts and its validation. Knowledge based engineering 
and naturallanguage processing also form the kernel of DASERT, a tool to support 
knowledge acquisition from !exts. 
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Modeling and Extending Expertise 

Brian R Gaines 

Knowledge Science Institute, University of Calgary 
Calgary, Albena, Canada T2N IN4 

gaines@cpsc.ucalgary.ca 

Abstract. This paper surveys the state-of-the-an in knowledge acquisition 
for knowledge-based systems. It gives an overview of three major areas of 
advance in recent years: in conceptual and theoretical terms, the 
characterization of knowledge acquisition as a process of modeling 
expertise with a view to emulating and extending it; in methodological 
terms, the provision of detailedformal modeling methodologies supporting 
such processes; and, in technological terms, the development of computer­
based tools for knowledge acquisition supporting such modeling 
methodologies. The paper also presents the state-of-the-an in the context 
of its relation to other fields of activity such as developments in software 
engineering, system-theoretic aspects of modeling in general, and the 
variety of technologies that have been app1ied in knowledge acquisition 
such as those of hypermedia and machine learning. 

1 Introduction 

Knowledge acquisition emerged as a distinct area of research and development in the 
ear1y 1980s as a response to the need to provide scientific and engineering methodologies 
for the construction of expen and know1edge-based systems. This workshop is the 
seventeenth in a series of international workshops on knowledge acquisition for 
knowledge-based systems that commenced in 1986 and have continued with two regular 
workshops a year in North America and Europe, and a third occasional workshop in 
Japan or Australia. The workshops in Europe have circulated between the UK, Germany, 
France and Holland, and this is the second workshop in France. These workshops have 
supported the growth of an international community concerned with research, 
development and application of knowledge acquisition theories, methodologies and tools. 
They have also supponed the exchange of scientific and engineering knowledge in this 
community, and its wider dissemination associated publications in book and journals 
associated with the workshops. 

It is fitting at each workshop to review the state-of-the-art in knowledge acquisition for 
knowledge-based systems, bath in terms of what has been achieved within the workshop 
community, and in terms of its relationship to wider developments in information 
systems. Il is important to evaluate progress and recognize changing perspectives within 
our primary domain, and it is also important to place that progress and those perspectives 
wilhin the context of related activities. The field of knowledge acquisition has been 
characterized by significant ad vances in concepts, technologies and applications since ils 
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inception, and it i8 difficult to keep pace with aH œlevant developments. However, the 
excitement of developments within the field snould not blind one to significam advances 
in information systems in general that may be very relevant to knowledge acquisition and 
knowledge-based systems. For example, Ihat advances in the conceptual modeling and 
object-oriented architectures of databases may be providing more appropriate 
technologies for knowledge-based systems than those of specialist expert system shells, 
and that concepts of requirements engineering substantially overlap those of knowledge 
engineering. 

This paper surveys the current state-of-the-art in knowledge acquisition for knowledge­
based systems, noting that there have been three major aTeas of advance in recent years: 
l At the conceptual and theoreticallevel, to view knowledge acquisition as a process of 

modeling expertise with a view to emulating and extending il 
2 At a methodological level, to provide detaiJed formai modeling merhodologies 

supporting such processes. 
3 At a technologicallevel, to provide computer-based lools for knowledge acquisition 

supporting such modeling methodologies. 

It presents the state-of-the-art in the context of its relation to other fields of activity such 
as developments in software engineering, system-theoretic aspects of modeling in 
general, and the variety of technologies that bave been applied in knowledge acquisition 
such as those of hypermedia and machine learning. 

2 Knowledge Engineering and Software Engineering 

The past decade has seen an explosive growth in theories, methodologies, wols, and 
applications experience relating to the development of knowledge-based systems, and it 
has become important in recent years to attempt to consolidate and structure the products 
of that growth. In particu!ar, as the scope of knowledge-based systems bas grown, 
implemented systems have come to incorporate many standard information technologies 
such as data processing, data bases, simulation and graphic user interfaces. Conversely, 
standard information system development has come to incorporale many aspects of 
knowledge-based systems. This raises questions as to the differemiation of knowledge­
based systems from other systems, and to the differences between knowledge engineering 
and software engineering. Are these distinçtions any longer relevant, and if so how ma)' 
they be formulated in such a way as to theoretically sound and practically useful? 

2.1 Knowledge-based systems as reflective information systems 

It is both possible and reasonable 10 argue for either position: Ihat knowledge-based 
systems have become subsumed within modern information system engineering, and the 
knowJedge engineering versus software engineering distinction is increasingly irrelevant; 
or Ihat there are essential, definable and useful differences. Any distinction is a human 
construct invented to serve sorne purpose, and the more significam Ihat purpose the 
greater the controversy possible about the nature and stalus of the distinction. The 
synthesis is 10 view knowledge engineering as an aspect of information system 
engineering-one that places particular emphasis on the epistemological status of 
information that is classified as knowledge, that is as "justified, true belief' [46J and 
"more than opinion, less than truth" [48]. 
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These definitions pro vide us with a context in which the credibiliry and derivation of 
information are significant, and need to be taken into account as overt data in their own 
right. That is, the knowledge-based components of an information system will tend to be 
those in which meta-information and meta-information-processing is required­
components that do not just process information but also process meta-information about 
that information and its processing. A knowledge-based system may be characterized 
succinctly as an essentially reflective information system [40]. 

In sorne applications where the final product is a totally automated system, knowledge 
engineering may be regarded as an aspect of software engineering, but, more generally, 
this is too narrow a viewpoint. The term 'software' is best applied only to the 
programmed control of the computational components of a system, whereas the term 
'knowledge' properly encompasses certain information flows and storage in both the 
computational and human components of a system. Sorne of the most interesting systems 
are those in which computation al processes are used to support the knowledge processes 
of people, to extend rather than replace their expertise. The loci of knowledge within such 
systems become distributed across a social network of computers and people, and much 
of the justification for applying the term knowledge to information in a computer is 
precisely because it becomes irrelevant to distinguish whether the relevant information is 
located in a computer or in a person. 

2.2 From expertise transfer to expertise modeling 

Early research on knowledge acquisition for knowledge-based systems emphasized the 
acquisition of the knowledge assumed to underlie human expertise in areas su ch as 
medical diagnosis, where convention al system analysis and software engineering had 
failed to provide computer emulation of the expertise. This led to the "expertise transfer" 
paradigm in which the primary function of knowledge engineering was seen to be the 
transfer of a human expert's knowledge to a computer system: 

"Knowledge acquisition is a bottleneck in the construction of expert systems. The knowledge 
engineer'sjob is to act as a go-between ta help an expert build a system. Since the knowledge engineer 

has far less knowledge of the domain than the exper~ however, communication problems impede the 
process of transfercing expertise iota a program. The vocabulary initially used by the expert ta talk 
about the domain with a novice is often inadequate for problem-solving; thus the knowledge engineer 
and expert must work together to extend and refine it. One of the most difficult aspects of the 
knowledge engineer's task is helping the expert ta structure the domain knowledge, ta identify and 
formalize the domain concepts." [34] 

This discussion is still valu able today in characterizing the problems of eliciting 
knowledge from human experts. However, as numbers of knowledge-based systems were 
developed of increasing scope it became apparent that human experts were only one 
source from which knowledge was being acquired. Knowledge engineers are pragmatic in 
developing systems based on every available source of relevant information. It also 
became apparent that the status of the 'knowledge' assumedto underlie human expertise 
was itself problematic: 

Knowledge can he represented, but it cannot be exhaustively inventoried by statements of belief or 
scripts for behaving. Knowledge is a capacity lO behave adaptively within an environment; it cannat be 

reduced to representations of behavior or the environment." [Il] 

That is, the overt knowledge that we see in text, diagrams and computer data structures, 
and the invisible 'knowledge' that we impute ta human experts to account for their 
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skilled hehaviors are IWO distinct entities. It is simplistic and misleading ta assume that 
the process that leads to the emulation of human expertise in a computer program is one 
of transferring knowledge-'expertise transfer' is an attractive metapnor but it Jeaves 
open the questions of what is expenise and how it may be transferred. A better metaphor 
might be one of modeling, that the emulation involves building a mode! of the expertise, 
where a 'mode!' is according to Webster's dictionary: 

Ua representation, generally in miniature, ID show the construction or serve as a copy of something." 

3 Knowledge Engineering and Modeling 

The notion that what is being done in the development of an expert system is a modeling 
activity has become a major theme in the literature. The KADS methodology is presented 
as one concerned with "developing a knowledge-level mode! of expert reasoning" [IJ. 
Clancey Taises the question "How do expert systems differ from conventional programs?" 
and answers it by: 

"expert systems contain qualitative world models ... Briefly put, qualitative models describe systems in 

the world in terms of causal, compositional, or subtypical relationships among abjects and 
events ... .Knowledge engineering is not just a new kind of programming. lt is a new methodology for 
modeling systems so d,at we can assemble, modify, and control them automatically. We are not so 
much programmers as engineers, scientists, and even philosophers." [llJ 

3.1 Conceptual models in knowledge engineering 

Figure 1 shows the major conceptual mode!s tbat may be developed in knowledge 
engineering, distinguished by their sources, and indicating sorne of tbe knowledge 
engineering processes and skills involved [30]. This figure attempts to be comprehensive, 
showing knowledge sources not only in association with the expert and his or her 
behavior, but a!so knowledge derived from others, the literature and through the 
application of laws and principles. 

The complexity of the knowledge engineering process is very apparent in Figure L It is 
ironie that the expert may be able to funclion effectively with very !ittle overt knowledge, 
whereas the knowledge engineer, reflecting on that expertise, beeomes involved in 
synthesizing a mode! from a beterogeneous range of sources. The variety of skills 
demanded of the knowledge engineer seem unlikely ta exist in all but a few people and 
suggest the need for a tearn approach, training programs and support lOols. 

As emphasized already, another significant aspect of the knowledge engineering task that 
is apparent in Figure 1 is that the final model developed may bear little resemblance to 
the mental models assumed to exist within the expert. There is no reason to require that 
such models should be independent of the knowledge engineering process, or even exist 
before it is cornmenced. 

The outer boxes in Figure 1 emphasize that neither me expert nor the knowiedge engineer 
are completely autonomous and self-contained systems. They are eaeh situatecl in an 
organizational infrastructure that plays a major role in providing motivation, objectives 
and support systems for both the expertise and its modeling. The organizational 
infrastructure is, in its turn, sîtuated in a wider socio-economic environmenl that itse!f 
plays a major role in providing motivation, objectives and support systems for the 
organization. Processes of expertise involve individuals tenned 'experts' but tbey cannot 
he fully characterized by fealures ofthose experts alone. Human knowledge processes are 
socially situated, and tbeir overt analysis involves modeling sorne aspects of the situation. 
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Socio-Economic Environment 

Organizational Infrastructure 

Expertise 

Knowledge 
Engineer 

Figure 1 Knowledge sources and modeling processes in knowledge engineering 

3.2 Levels ofmodeling 

The modeling processes in Figure 1 are not ail at the same levei. There are fundamental 
differences between the observation and modeling of action, for ex ample, and the verbal 
discussion of the intentions behind and logic underlying that action. It is useful to 
organize the modeling processes themselves within a framework that differentiates and 
classifies them in terms of the acquisition and analysis processes involved. 

Figure 2 presents a modeling framework for knowledge acquisition methodologies, 
techniques and tools based on the distinctions already discussed and the incorporation of 
system analysis and knowledge engineering procedures [30). In the leftmost column are 
the knowledge sources in terms of systems and modeling schema. In the column to the 
right of this are the processes giving access to these models. 

In the next column are shown the knowledge acquisition procedures appropria te to each 
of the access processes. These generate data and knowledge bases as shown to their right, 
which are in one-to-one correspondence with the original systems and models in the 
leftmost column. In the rightmost column are shown analysis techniques that draw on 
these databases to generate the computational knowledge base, and also mediate between 
them generating one form of data or knowledge from another. These combine with 
synthesis techniques that integrate the results of analysis and of derivations from various 
knowledge sources to synthesize a computational knowledge base. 
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Thus the overaU schema consists of five types of component: 
1. Systems and mode/ing schema: the problem environment, performance skiU to he 

emulated, expert's mental models, knowledge engineer's cOficeptual modeIs, and, 
possibly, objective models. 

2. Access processes: instrumentation of the target system, the expert's interaction with it, 
his Of her introspection about the skill, communication about it, and its "precisification" 
in formal terms, possibly resulting in the kind of "explication" accepted as the basis for 
explanation and justification through objective knowledge [8J. 

3. Knowledge acquisition procedures: observation of the target system, observation of the 
expert's behavior, elicitation procedures, discourse procedures, formalization 
procedures, and implementation procedures. 

4. Data and knowledge bases: database of system data; database of behavioral data; 
informal knowledge base; formai knowledge base; computational knowIedge base; 
objective models. 

5. Analysis and synthesis procedures: classical system identification can be used to build 
system models from observation data; empirical induction and case-based clustering 
Can be used to build ski!! models from behavioral data; conceptual organization and 
linguistic analysis techniques can be used to build a fomml, or struclured, knowledge 
base from an informaI, or intermediate, one; knowledge modelîng techniques can he 
used to represent the formaJ knowledge base in computational form; and logical 
deduction from laws and principles may be used to provide sorne knowledge about a 
system and this, together wilh the results of data analyses from various sources needs 10 
be integrated to form a computational knowledge base. 

SYSTEMS AND 
MOQELINGSCHEMA 

ACCESS 
PROCESSES 

ACQUISITION 
PROCEDURES 

DATA AND 
KNOWLEOGE 

BASES 

ANALYS\S AND 
SYNTHESIS 

'TEcHNIQUES 

Figure 2 A hierarchical modeling framework for knowledge engineering 
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Figure 2 ilIustrates the way in which knowledge engineering as a system design 
methodology is sandwiched between two classical approaches ta system engineering. At 
the bottom of the figure is the path to system design through instrumentation, data 
collection and system identification. At the top of the figure is the path to system design 
through existing objective knowledge of the physical world allowing explication of 
particular requirements to lead directly to implementation. The middle layers represent 
the enrichment of the design process when we draw on human skills as exemplars of the 
system to be designed. Such a process has been common informally in engineering 
design, and knowledge engineering may be seen as formalizing it now that computer 
technology makes it feasible to develop knowledge-based systems operationalizing 
human expertise. 

4 ModeIing Methodologies 

There have been two major modeling methodologies developed in knowledge acquisition 
research: the KADS methodology [49] focusing on the derivation of the formaI 
knowledge base in Figure 2, and its translation inta a computational knowledge base; and 
the second the pep methodology [28] focusing on the derivation of the informaI 
knowledge base in Figure 2, and its translation into a formai knowledge base. 

4.1 KADS: a principled approach to knowledge-based system development 

The KADS methodology is the outcome of a number of ESPRIT project activities 
centering on the University of Amsterdam but involving researchers and practitioners 
from many institutions, countries and disciplines. KADS is intrinsically a modeling 
approach with seven types ofmodel distinguished [49]: 

4.1.1 The organizational model 

An organizational model provides an analysis of the socio-organizational environment in 
which the knowledge-based system will have to function. Il includes a description of the 
functions, tasks and bottlenecks in the organization. In addition it describes how the 
introduction of a knowledge-based system will influence the organization and the people 
working in it. 

4.1.2 The application model 

An application model defines what problem the system should solve in the organization 
and what the function of the system will he in this organization. In addition to the 
function of the knowledge-based system and the problem that it is supposed to solve, the 
application mode] specifies the external constraints that are relevant for the development 
of the application. 

4.1.3 The U1sk model 

A task mode! specifies how the function of the system as specified in the application 
model is achieved through a number of tasks that the system will perform. Establishing 
this relation between function and task is not al ways as straightforward as it may seem. 
Given a goal that a system should achieve, there may be several alternative ways in which 
that goal can be achieved. Which alternative is appropriate in a given application depends 
on the characteristics of that application, on the availability of knowledge and data, and 
on the requirements imposed by the user or by external factors. 
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4.1.4 The model of cooperation 

The model of cooperation contains a specification of the functionality of ,hose sub-tasks 
in the task model that require a cooperative effort between the agents to whom the sub­
tasks have been distributed. Sorne of the sub-tasks will be achieved by the system, others 
may be realized by the user. The result is a mode! of cooperative problem solving in 
which the user and the system together achieve a goal in a way that satisfies the various 
constraints posed by the task environment, the user and the state of the art of knowledge­
based system technology. 

4.1.5 The modelofexperlise 

Building a model of expertise is a central activity in the process of knowledge-based 
system construction. It distinguishes knowledge-based system development from 
conventional system development. Its goal is to specify the problem solving expertise 
required to perform the problem-solving ta,ks assigned to the system. The KADS 
methodology focuses on expertise as the behavior (hat the system should display, and on 
the types of know ledge that are involved in generating sueh behavior, abstracting from 
the details of how the reasoning is actually realized in the implementation. 

4.1.6 The conceptual model 

Together, the model of expertise and the model of cooperation provide a specification of 
the behavior of the artifact to be built. The model that results from merging these two 
models is similar to what is called a conceptual model in database development. 
Conceptual models are abstract descriptions of the objects and operations that a system 
should know about, formulated in such a way that they capture the intuitions that hum ans 
have of this behavior. The language in which conceptual mode!s are expressed is not the 
formaI language of computational constructs and techniques, but is the language that 
relates real world phenomena to the cognitive framewcrk of the observer. In Ihis sense 
conceptual models are subjective, they are relative to the cognitive vocabulary and 
framework of the human observer. 

4.1. 7 The design model 

The description of the computation al and representational techniques that the artifact 
should use to realize the specified behavior is not part of the conceptual mode!. These 
techniques are specified as separate design decisions in a design model. In building a 
design model, the knowledge engineer takes external requirements such as speed, 
hardware and software iuto account. Although there are dependencies between 
conceptual mode! specifications on the one hand and design decisions on the other hand, 
building a conceptual mode! without having ta worry about system requiremeOls makes 
life easier for the knowledge engineer. 

The overall KADS methodology, and its supporting literature, provides a rieh set of 
material relating to the detailed design of sueh models, their integration in systems, sub­
methodologies and tools supporting development, and applications experience. The 
development of KADS and the availability of this material are major landmarks in 
research on knowledge acquisition for knewledge-based systems. They also represent a 
major area of ongoing research continuing to involve many peopie in many countries. 
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4.2 PCP: a personal construct psychology approach to knowledge acquisition 

A number of methodologies and 100is that have been highly influential in knowledge 
acquisition research have been based on personal construct psychology (PCP), Kelly's 
(36) fonnal, constructivist model of the epistemological processes whereby people 
acquire expertise. In 1980, Gaines and Shaw suggested that the 100is developed by Kelly 
for eliciting persona! models, would provide a useful development technique for expert 
systems [25], and performed a validation study of the elicitation of the BIAIT 
methodology from accountants and accounting students using computer-based repertory 
grid elicitation [50]. Boose in an independent parallel study reported success in a wide 
range of industrial expert system developments using computer elicitation of repertory 
grids [2], and since then many knowledge acquisition systems have incorporated 
repertory grids as a major elicitation technique [5,14, 16,31,52]. 

The repertory grid is, however, only one technique for knowledge acquisition that may be 
derived from personal construct psychology. The formai model proposed by Kelly is 
highly general because of its system-theoretic derivation from the single primitive 
process of making dichotomous distinctions. Consideration of the recursive processes of 
making distinctions between distinctions leads to hierarchies of distinctions having both 
the generality and the complexity to encompass any model from the informalily of human 
cognitive processes 10 the formality of mathematica!, axiomatic systems [26). Kelly 
presented his work as the foundations of a psychological system and emphasized the 
intensional basis of distinctions as personal constructs that could differ widely between 
individu ais leading to very different personal models of the world. However, the same 
system is applicable to shared social constructs and impersonal formai constructs based 
on intensional definitions of distinctions in communalterms, or extensional definitions in 
concrete terms. Thus, the notion under/ying personal construct psychology provide a 
universal foundation for modeling methodologies. 

A companion paper at this meeting gives details personal construct psychology, ils 
origins, ils foundations and their application to the formai derivation of KL-ONE-like 
knowledge representation schema [54). Other papers give details of knowledge 
acquisition and tools based on personal construct psychology, including later 
developments of the repertory grid and visual languages for semantic networks [7, 28). 
Sorne examples of tools based on this approach are given in Section 5. 

4.3 General modeling methodologies in relation to KADS and PCP 

Clearly knowledge acquisition for knowledge-based systems is not uniquely 
characterized by its emphasis on modeling techniques. There exists in the scientific, 
mathematicaJ and engineering Jiteratures very rich frameworks encompassing the nature, 
function, fonnation and evaluation of models, including a very wide variety of techniques 
and tools for the development of models which have become operationalized using 
computers. In information technology, the notions and techniques of modeling are central 
to are as such as operations research and simulation-so central, in fact, that many of the 
key textbooks in these areas do not use 'model' as an index tenn since it would have so 
Iittle seJectivily. 

If one investigates books on c1assical system analysis the tenn 'mode!' is far Jess used, 
often absent in both main text and index. The reason for this is significant, and can he 
seen best in the context of a definition of system anaJysis, such as that in Couger's survey 
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of the Evolution of Business System Analysis Techniques [13]. He defines system analysis 
as concernee! with two initial phases of the system deveJopment cycle: 

"Phase I-Documentation of the existing system. 
Phase II-Analysis of the system to establish requiTements for an improved system (the logical 
design)" 

These [Wo phases, which come ahead of design and implementation, clearly satisfy !he 
definition of a model above, in providing a representation that serves a well-defined 
purpose in relation to the system that is represented. Indeed that purpose mal' be viewed 
as supporting !he design of an improved operation al model, and il is this that pro babIl' 
inhibits !he use of !he term mode! in the systems analysis literature for two reasons: 
• There is a connotation in operations research !hat 'models' are operationaJ, !hat is 

provide the basis for computer simulation. Hence the results of system analysis were 
not seen as a 'mode!.' 

• The implementation of a system during the later stages of design and coding involves 
the construction of sub-systems involving structures !hat have little resemblance to the 
system being modeled. Hence the results of system implementation were not secn as a 
'model.' 

In recent years, as formal specification techniques have been developed, the tenu 'mode!' 
has come into use as a significant methodological concept: 

"In the model-based approach, specifications are explicit system models constructed out of either 
abstract or concrete primiùves ... This contrasts with the axiomatic approach where specifications were 
given in terms ofaxioms which define the relationships to each other, and thus no explicit model was 
fonnulated." [l2] 

The development of formai requirements specification has been part of a three-fold move 
towards: proof of correctness of impJementations as satisfying requirements; simulation 
of requirements to support system specification; automalÎc generation of efficient 
implementations directly from requirements. Ail of the se involve introducing the 
operationality into system analysis that was missing in hs initia! history, !hat is a move 
from human interpretation of the resuIts of system analysis to computer interpretation of 
mose same results. 

Thus, retuming to the theme of Section 1 relating to the similarities and differences 
between knowledge engineering and software engineering, it is not the general notion of 
modeling that characterizes knowledge acquisition research but rather the types of mode! 
developed. Bo!h KADS and PCP place mos! emphasis on the meta-modeling aspects of 
(heir me!hodologies, on the reflective infonnation structures that characterize knowledge­
based systems. There are general modeling formulations that also stress the recursive and 
refiective nature of !he modeling processes, and it is appropriate to review briefly two 
ver') powerful general approaches that have found application in knowledge acquisition. 

4.3.1 Checkland's soft systems mell!odo[ogy 

Checkland's soft systems methodology [10] 1S a framework for system analysis that 
provides very powerfu! techniques for the analysis of systems with human and social 
components, and has been widely applied to difficult problem areas [55}. There are seven 
stages of system analysis in soft systems methodology as shown in Figure 3. The initial 
stages are concemed with system analysis and the later stages with system design. The 
CA 1WOE methodology of stage 4 1S particularly interesting in its identification of the 
roles and expertise involved in the system definition. 
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Stage 1: The problem situation-unstructured 

Stage 2: The problem situation-expressed 

Stage 3: Root definition of relevant systems-CATWOE methodology 

Stage 4: Making and testing conceptual models 

Stage 5: Comparing conceptual models with reality 

Stage 6: Determining feasible, desirable changes 

Stage 7: Action to improve the problem situation 

Figure 3 Seven stages of soft systems method%gy 

Checkland's methodology prescribes six essential components of a system that must be 
identified at the conceptual modeling stage. The CA TWOE mnemonic is a reminder to 
search for each of these components in the system situation and make them overt in 
modeling. A system is defined through a transformation carried out by people who are 
the actors within il. The system affects beneficially or adversely other people who are its 
customers and there is some agency with power of existence over it who is its owner. The 
system has to exist within a outside constraints forming its environment and the whole 
activity of system definition takes place within an ethos or weltanschauung that affects 
our views of il. The methodology is essentially pluralistic in emphasizing that there will 
generally be multiple choices for most or al! of these components, and the particular 
choices made will result in different system models. 

There are naturallinks between personal construct psychology and soft systems analysis, 
and repertory grid techniques have been applied 10 the computerization of the CA TWOE 
conceptual modeling process [51]. Soft systems analysis is applicable to each of the 
seven KADS modeling areas, and provides a set of general concepts linking across areas. 
For example, do those who play the role of owners in one model also play the role of 
customers in another? Its emphasis on the context in which a system is being designed 
corresponds to emphasis on meta-information in knowledge-based systems. 

4.3.2 Klir's architecture of systems prohlem SOlVÎllg 

Klir architecture of systems problem solving analyses the processes involved in any 
müdeling system in terms of an infrastructure for them that can be instantiated in different 
ways to encompass many different müdeling schema (38, 39]. His basic constructs form a 
hierarchy of systems: a source system providing a descriptive terms, a data system 
providing descriptions in these terms, a generative system providing a regeneration of 
these descriptions in lerms of a structure system providing theoretical terms, itself 
described through meta-systems, meta-meta-systems, etc. Figure 4 shows this modeling 
hierarchy expressed in terms of a primitive process of forming a construct by making a 
distinction [26]. Thus, a general modeling system may itself be modeled as a process that 
makes distinctions in the world, gathers data in terms of those distinctions, selects from a 
repertoire of representations those which best generate the data, analyzes relations 
between the structures of su ch representations, and recursively repeats su ch analysis to 
generate higher levels of the hierarchy. The term anticipation is used for the output to 
capture bath prediction and action. It is not necessary in general to distinguish whether 
the system anticipa tes correctly by passive prediction, or by actively changing the world 
to be predictable. 
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with particular data description 
languages, model classes and 
measures of model complexity and 
madel-data approximation has 
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modeling techniques [18, 39]. It is 
interesting as an account of 
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Figure 5 Knowledge acquisition and transfer in the modeling hierarchy 
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KIir' s modeling architecture can be viewed as a general expression of the recursive 
processes in distinction making at the hean of personal construct psychology, and leads 
to a systemic model of psychological processes [20].This in turn Ieads to a general 
analysis of knowledge !ransfer processes at differentlevels in the modeling hierarchy as 
shown in Figure 5. There is a close mapping between Figures 2 and 5 which throws light 
on the systemic principles underlying the pragmatic derivation of the layers in Figure 2. 
Again, the analysis in these general terms is applicable to ail of the different modeling 
areas of KADS, and, in general, it is apparent that there is fruitful convergence between 
the methodologies developed specifically for knowledge-based systems and the more 
general modeling methodologies of the general systems literature. This may be expected 
to result in increasing synergy between knowledge acquisition research and general 
systems studies in the future. 

5 Modeling Toois 

The complexity of knowledge engineering as iIlustrated in Figures 1 and 2, and the multi­
faceted demands of methodologies such as KADS suggest that computer support of the 
knowledge engineering process is essentÎal. Computer-aided software engineering 
(CASE) tools for knowledge-based system development have been a major theme at these 
workshops over the years [4, 6], and may be expected to continue to be so. This has given 
rise to the problem that there are now very large numbers of tools from a wide variety of 
sources with many different names, and it is becoming very difficult to keep !rack of 
them, the techniques involved, and their relevance to particular knowledge engineering 
tasks. This section gives a brief classification of the methodologies underlying the 
majority of CUITent tools with examples [27]. 

5.1 Semi-formal elicitation and structuring through hypertext and hypermedia 

Much knowledge is informaI yet still valuable in an knowledge-based system. Text and 
pÏctures can encode expertise, supplementing computational knowledge. Thus, the 
parallel development of hypertext and hypermedia is having a substantial impact on 
expert system architectures and knowledge acquisition tools. Figure 6 shows sorne of the 
features of modern document processing systems that impinge on knowledge acquisition. 
Documents may be acquired from many sources, displayed, re-used in other documents, 
and linked for hypertext navigation. The text in documents may also be analyzed for 
associative c1usters and these c1usters may be grouped to indicate significant concepts. 

Hypertext-based knowledge acquisition tools have been developed for use by domain 
experts to enter relevant case histories directly [35, 47J. They have also been used to 
support the knowledge engineer in structured analyses of interview material. For 
example, Woodward's Cognosys [56] supports the analysis of protocols in terms of 
Graesser and Clark's [33]linguistically.derived "general knowledge structures". Other 
knowledge acquisition tools such as KEATS [44] have been built around a hypertext 
environment specifically designed for knowledge acquisition. There is also knowledge 
acquisition and linguistics research targeted on the direct !ransfer of knowledge expressed 
in text to structures of frames and rules [32]. Since so much knowledge is already overtly 
encoded in text and diagrams, in the long term this will bec orne an essential knowledge 
acquisition technology. Hypertext systems have been coupled to knowledge acquisition 
tools to provide annotation of the distinctions made and cases described which can then 
be used to provide explanation facilities in the final performance system [24]. 
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Figure 6 Hypermedia and text processing 

5.2 Direct editing of knowledge in a semantic network, frame, rule, representation 

Once sorne informal perspective on a domain has been developed and domain experts 
have been identified, in sorne domains where knowledge is already overt it may he 
possible to moye directiy to knowledge modeling. Graphie editors providing direct access 
to semantic network representations allowing knowledge to"be encoded in frames and 
mies provide the mest common development enyironment for knowledge-based systems. 
They are part of the application programming support environment of mos! expert system 
shells, and the widespread availability of modern graphie workstations has made it 
possible to provide excellent knowledge visualization environments. A wide range of 
knowledge acquisition tools have been developed that structure and improye the graphie 
editing enyironment, often taking advantage of demain knowledge to provide a more 
specifie, meaningful and familiar knowledge framework to the expert. Examples are 
MOLE [15], KNACK (37], SALT [41], KEATS (44J and KRS [21J. 

Figure 7 characterizes the major features of these direct editing systems. The expert 
interacts through a graphie interface with a semantic network knowledge representation 
schema which may already contain pre-encoded domain knowledge. What is elicited are: 
• The distinctions that the expert makes about domain entities (attributes and relations) . 
• The way in which these distinctions are grouped and constrained to form concepts. 
, The entailments between concepts that constitute decision-making rules in the domain. 

Older systems have less well-structured know ledge representations but Figure 9 captures 
the essence of recent developments in knowledge representation Ihat are moving lowards 
very clean, and theoretically well-founded schema. 

The knowledge base of frames and fUies developed in this way is then usually exported to 
a perfonnance tool and validated against test case data. This generates the application 
loop shown on the right of Figure 7 in which the expert's distinctions lead ta a 
description of the problem which is structured through the concepts leading to the 
application of the inference ruies tha! link them. Many acquisition too1s also incorpora!e 
or link ta sorne form of performance tool so that this validation can be made part of the 
elicitation process. 
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Figure 7 Semantic net architecture 

Visual representation of knowledge structures with the potential for editing and 
enhancement is an attractive way of dealing with the results of other forms of elicitation, 
and hence semantic network editors are not so much competitors to other approaches but 
rather important complements to them. Thus, integration with knowledge acquisition 
sources as weil as the capability to export to performance systems are important 
capabilities of any know1edge editing tool. Many indirect knowledge acquisition tools 
leave the knowledge presentation and editing to the associated performance tools since 
these often have excellent facilities. However, in an integrated architecture it is important 
to incorporate editors in the knowledge acquisition tool that interact effectively with all 
the different forms of knowledge captured. One of the major problems to be overcome is 
that once the knowledge has been exported and edited in the performance system it has 
lost its relation to the acquisition system. Many current knowledge acquisition tools do 
not support long-term development and knowledge base maintenance largely because of 
this lack of integration. 

5.3 Indirect elicitation through critical cases described in relevant attributes 

Repertory grids provide a technique useful for knowledge elicitation when experts cannot 
directly enter a knowledge structure. They prompt the expert for distinctions relevant to 
the problem domain and for critical cases that exhibit significant phenomena in the 
domain. The prompting is done through online analysis of the data being entered leading 
to feed back to the expert suggesting missing distinctions and cases. This highly focused 
feedback aids the expert in developing his or her mental model of the domain. It also 
reduces the inefficiencies of duplication and the mental blocks of psychological set, 
supporting rapid prototyping. A wide range of knowledge acquisition 100ls have been 
developed that incorpora te repertory grid elicitation and analysis as their major interface 
to the expert. Examples are PLANET [50], ETS [2, 3], AQUINAS [5], KR ITON [14], 
KITIEN [52], and KSSO [29]. 

Figure 8 characterizes the major features of repertory grid elicitation systems. The expert 
interacts through a graphic interface to enter individuals in the domain (elements) and 
bipolar distinctions (constructs). Conceptual c1ustering techniques are used to feedback 
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the elicited domain structure in an easily assimilated fonn for validation. Rule induction 
1S used to generate entailments, or, more recently, conceptual induction as discussed in 
the next section ta generate a default mIe structure. What is elicited are: 
• The distinctions that the expert makes about domain entities. 
• Critical cases exhibiting the major phenomena affecting decision-making in the domain. 

• The way in which distinctions are grouped and constrained te fonn concepts. 
• The entailments between, concepts as induced from the critical cases. 

Older systems did no! have explicit conceptual induction but left grouping into concepts 
or frames as a task for the export module. 

The clustering and induction modules in Figure 8 are extensions of the basic repertory 
grid technique incorporated in PLANET and KSSO, and other major extensions have been 
incorporated in other tools. In particull1J", AQUINAS makes provision for a wider range of 
data types than the rating scales of the basic grid, and a/50 aHows hierarchies of cases and 
attributes to be specified tha! are related to those of semantic nets. Both AQUINAS and 
KSSO also incorporate tools supporting multiple sources of expertise and analyzing the 
relationships between different sources [53J. 

Figure 8 Repertory grid architecture 

5.4 Inductive derivation of kllowledge from data sets of varying quality 

When experts can neither directly enter a knowledge structure emulating lheir expertise 
nor enter critical cases stereotyping that expertise, they may still be able to point the 
knowledge engineer towards case histories that incorpora te that expertise and are 
described in teTInS of largely relevant attributes and largel y correct decisions. Empirical 
induction techniques may then be used to derive knowledge structures underlying the 
decisions made in these cases [42]. 
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The best known empirical induction methodology is that of Quinlan's 1D3 which has 
been refined in many ways, particularly to tolerate noise (incorrect decisions), resulting in 
the CUITent implementation, C4.5 [45]. The original decision tree structure of 1D3 based 
on a subsumption hierarchy of concepts with rules at the leaf nodes only is unnecessarily 
large in many situations, and extensions to ID3 have been developed that generate 
modular production rules directly, such as Cendrowska' s [9] Prism. This also can be 
extended to deal with noisy data as in Induct [19]. The extensions that deal with noisy 
data also make it possible to combine the decision tree and modular rule methodologies 
to generate default reasoning in which rules are placed at non-Ieaf nodes in the 
subsumption structure, and more specialized rules override more generalized ones [22]. 
Su ch default rule structures are more compact than either decision trees or modular 
rules-they are generated by both C4.5 and Induct. Inductive methodologies have also 
been combined with direct knowledge editing 1001s, for example in BLIP [43]. 

Figure 9 characterizes the major features of conceptual induction systems. The expert 
indicates a database whose designer has supplied distinctions to categorize the world and 
cases described in terms of these distinctions to represent it. What is derived are: 
• That subset of the distinctions that are relevant to the decisions. 
• The way in which these distinctions are grouped and constrained to form concepts. 
• The entailments between concepts that regenerate the decisions in the database. 

Clàssic empirical induction tools do not generate the conceptual structure but this is a 
fairly simple extension. 

Figure 9 Conceptual induction architecture 
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5.5 Comparing knowledge modeling techniques 

Figures 7, 8 and 9 indicate strong similarities between the outcomes of direct knowledge 
elicitation, repertory grid elicitation and conceptual induction. This is as it should be 
since all three techniques are building a complete knowledge base. However, what is not 
apparent is the relative efficiencies of the different methodologies-th al is, how large a 
database is required to generate the knowledge required to solve a problem? Figure 10 
shows the results of one study to investigate the relationship between empirical induction 
and expertise transfer as knowledge acquisition methodologies [23J. Cendrowska's 
contact Jens data was subjected to random distortion with known statistics to generate 
large datasets with a certain number of irrelevant binary attributes and a certain 
percentage of incorrect decisions. Induel was then run on the datase! with 5,000 items, 
4,999 items, and 50 on, until the datas et failed to generate rules giving correct 
performance. This was done ten rimes for different datasets of the same type to give 
estimates of the mean and standard deviation of the size of datase! required to generate 
correct performance for different forms and levels of distortion. 

Increasing Data 
Requirements 
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'96 Correct Cases on Average 

Decreasing Knowledge 

Figure 10 Data/lmowledge tradeoff-expertise transfer and ernpirical induction 

The results shown in Figure 10 indicate the very wide range of the tradeoff between data 
and knowledge: from direct entry of the minimal knowledge structure of 5 default rules; 
tI'1rough entry of 14 critical cases; through an average of 90 randomly selected correct 
cases; to 325 cases with 25% errors; 640 with 5 irrelevant binary noisy attributes; to 
1,970 when a single irrelevant attribute interaets with a 10% error rate. 

The moral from Figure 10 is not that expertise transfer i5 better than empirical induction, 
although the direct entry of overt knowledge is clearly highly ergonomie if il i5 available. 
Il is rather tha! al! three techniques described above are capable of producing equivalent 
quality knowledge, and there is a continuum between them in whieh knowledge is traded 
for data. 
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6 Conclusions 

Much of the research and practice in knowledge acquisition for knowledge-based systems 
during the past decade may be brought within a unified framework as the development of 
theories, methodologies, tools and application experience in the modeling of expertise. 
This is fortunate in enabling a very wide diversity and volume of activities to be 
encompassed within one conceptual framework. In particular, it captures the essence of 
major methodologies for knowledge acquisition such as the KADS approach to 
knowledge modeling and the PCP approach to human modeling processes. 

The modeling perspective raises obvious questions as to how modeling for knowledge­
based systems differs from system modeling in general, and these seem best answered in 
terms of fundamental definitions of knowledge itself. In any information system, if the 
credibility, derivation and context of information are significant, and need 10 be taken 
into account as overt data in their own right, then it is probably appropriate to take a 
knowledge-based approach. That is, the knowledge-based components of an information 
system will tend 10 be those in which meta-information and meta-information-processing 
is required. The major methodologies for know1edge acquisition ail emphasize the role of 
meta-information, and support its acquisition and processing. 

The diversity of tools developed to support the knowledge engineering process may also 
be brought within this unified framework and characterized in terms of their sources of 
data and the forms of model developed from them. 

This year has been one of major advance and consolidation for the knowledge acquisition 
community with the publication of a number of books and papers presenting integrative 
accounts of much past research in terms of this modeling perspective. These provide very 
solid foundations for the next phase of research, development and applications. The 
systematization of notions of knowledge acquisition, representation and processing, the 
integration of these notions with advances in information systems engineering, and the 
incorporation of powerful modeling frameworks and technologies generated within other 
disciplines, will be the major directions for research in knowledge acquisition for 
knowledge-based systems during the next few years. 
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