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Preface 

These are the proceedings of the 6th Portuguese Conference on Artificial 
Intelligence (EPIA'93) organised by the Portuguese Artificial Intelligence As­
sociation. Like the last two conferences in this series, this one was mn as an 
international event with strict requirements as to the quality of accepted submis­
sions. Fifty one submissions were received from 9 countries, the largest numbers 
coming from Portugal (18), Germany (10), and France (8). 

With a few exceptions, submissions were evaluated by three referees, who 
were asked to comment on any reports where the overall evaluations did not 
agree. At the Programme Commit tee meeting, these cases as weIl as those in 
which only one or two reports were available were carefully examined. The Pro­
grammeCommitteedecided on the acceptance of 25 out of the original 51 sub­
missions. A further 8 were selected as posters, 7 of which have their abstracts 
included here. The members of the Programme Committee and the referees are 
listed below. 

We had the honour to have as invited lecturers David H. D. Warren, Les 
Gasser, and Yoav Shoham, their presentations highly contributing to the interest 
and quality of the conference. Les Gasser prepared a written summary of his 
lecture for this volume. To aIl three our sin cere thanks. 

Our thanks also extend to aIl those who contributed in any form to make this 
conference possible namely, the Programme Commit tee members, the referees, 
the authors, the other members of the Organising Committee and the follow­
ing institutions (in alphabetical order): Câmara Municipal do Porto, Centro 
de Informatica da Universidade do Porto, Commission of the European Com­
munities, Digital Equipment Portugal, Fundaçao Antonio Almeida, Fundaçiio 
Calouste Gulbenkian, Fundaçao Luso-Americana para 0 Desenvolvimento, IBM 
Portuguesa, and Junta N acional de Investigaçao Cientifica e Tecnologica. 

Porto, June 1993 

Miguel Filgueiras 
Luis Damas 
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Organizations as Complex, Dynamic 
Design Problems 

Les Gasser, Ingemar HuIthage, Brian Leverich, 
Jon Lieb, and Ann Majchrzak 

Computational Organization Design Lab 
Institute of Safety and Systems Management 

USC, Los Angeles, CA. 90089-0021 USA 
(213) 740-8771 

{<lastname> 1 majchrza)@usc.edu 

Abstract. The ACTION organization design and analysis system is a 
research and development effort designed to assist business re-engineer­
ing and organizational or technology change by helping to improve the 
integration of technology; organizations, and people ("TOP-integration") 
in manufacturing enterprises. ACTION uses a multi-level constraint­
based representation of organizational features inc1uding business objec­
tives, unit structure, ski11s needed, performance monitoring/reward sys­
tems, decisionmaking discretion, employee values, coordination 
attributes, etc. to both evaluate existing organization designs and to help 
users develop new ones. ACTION's core software is domain-indepen­
dent, theory-driven architecture designed for application to a wide range 
of design and analysis problems. 

1 Introduction 

The ACTION organization design and analysis system is a research and devel­
opment effort designed to assist business re-engineering and organizational or 
technology changeby helping to improve the integration of technology, orga­
nizations, and people ("IDP-integration") in manufacturing enterprises. 
ACTION helps analyze interactions among a wide range of technological and 
organizational features, and to design flexible and adaptive organizatiorts that 
optimize a range of business-oriented objectives. The goal is to assure that the 
use of ACTION as part of a change management process willlead to 

• Improved assessment of how /where organizations or technologies need to be 
changed to meet specifie business objectives 

• Increased confidence that fewer technology and business-process implementa­
tion issues are overlooked during planning 

• More accurate assessment of technology plans in concurrent engineering pro­
cesses 

• Greater assurances that technology modernization plans will succeed 
• Identifying the organizational and human costs of capital investment and busi­

ness strategy decisions 
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2 

• Increased awareJless of altematives through prior what if analyses 
• Increased awareness of design options generated by ACTION 
• Initiating discussions witr. technology planners and users 
• Increased awareness of workforce (re)skilling and (re)training opportunities and 

needs. 

1.1 Technology-Organization-People Integration 

The ACTION project views TOP-integration as a problem of mûtching and coor­
dinating numerous technological and organizational features (rather than opti­
mizing just one of them), and of optimizing this match ta fit arganizational 
business objectives and enviranmental circumstances. ACTION's theory, rnethodol­
ogy, and software efforts incorporate knowledge of technological and organi­
zational features including 

• Organizational objectives 
• Values he1d by employees 
• Performance management systems 
• Customer involvement 
• Decision-making discretion 
• Skills and training needs and opportunities 
• Information, tool, and technology resources 

• Coordination among jobs and units 
• Organizational unit structure 
• Job design 
• Variances (e.g., turnover, materials quality) 
• Specifie technical system characteristics 

The core knowledge developed in the ACTION Project---a comprehensive 
model of positive and negative relationshlps among these key organizational 
features--is caHed the ACTION TOP-integration Theory. This theory is a gen­
eral, domain-independent theoretical and conceptual framework. 

The theory captures and represents a large number of manufacturing TOP fea­
tures that u-ade-off with one another, in an open-systems (OS) mode!. Tne open­
systems mode! is a structure that allows for dynamically matching and coordi­
nating these features (rather than optimizing just one of them), and optimizing 
thls match to fit a collection of selected objectives (see below) and circumstan­
tial variances (such as materials quality, process variances, personnel turnover, 
attendance, etc.) The OS model treats each of these TOP factors as a variable in 
a large network of constraints. The OS theory specifies the variables, their 
potential values, and the mutually reinforcing or constraining relationships 
among them. The purpose of thls model is to allow the designer 1 analyst 1) to 
capture and trad< a very large number of TOP features and their interactions, 
2) to discover specifie points of congruence and misalignment among features, 
as a basis for redesign or trade-off analysis for optimizing the environmental 
conservation objective, and 3) to flexibly revise and explore alternative model 
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inputs and outputs and their impacts. ACTION also includes a set of domain­
specifie refinements to this framework that specialize ACTION' s 1OP-integra­
tion model to production areas of discrete-parts manufacturing organizations, 
and within this category, to four specifie types of production context: short­
life-cycle and general group technology celIs, functional shops, and transfer 
lines. 

The theory and tool have been developed as follows: 

• Critical concepts and general statements of relationships were identified via a 
qualitative meta-analysis of empirical studies of successful and unsuccessful 
TOP integration in discrete parts manufacturing. 

• To specify specifie relationships for specifie variables, a knowledge elicitation 
process was designed for use with inâustry TOP integration experts. The I?rocess 
mcluded delphi, consensus-building, stable membership (over 1.5 years) ma 
technical development team, selection of team members to represent a wide 
diversity of industry contexts, explicit documentation and agreement on al! ter­
minology, use of matrices and decision trees to specify relationships, and itera­
tions on theory and applications. 

• The elicitation process proceeded over 1.5 years with team members from Digital 
Equipment Corporation, General Motors, Hewlett Packard, Hughes Aircraff 
Company, and Texas Instruments. 

• The ACTION software decision support and analysis tool, designed for easy the­
ory revision and enhancement, was âeveloped wlth continuous industry review 
and input. 

• The theory, structure, and usability features of ACTION are now being validated 
through pilot tests and via a study that incorporates detailed data from 100 sites. 

ACTION supports four key functionalities: 

• Summary-Ievel analysis and design of TOP integration 
• Detailed-Ievel critique and evaluation of TOP integration 
• Detailed-Ievel design of TOP-integration 

• Explanation of analysis / design concepts and results 

ACTION represents the TOP-integration features in a design or evaluation 
problem as a set of business objectives (goals) to be optimized and a set of 
detailed, hierarchical constraints (called the theory minimodels) that describe 
how organizational features, such as above, interact to affect the level of opti­
mization achieved for these objectives. Conversely, the mini-models describe 
how a required level of optimization, implies constraints on organizational 
features. ACTION's knowledgebase contains detailed constraint models of the 
possibility of achieving seven organizational objectives: 

• Minimizing throughput time 

• Maximizing product quality 

• Maximizing employee flexibility 
• Maximizing product responsiveness 
• Maximizing process responsiveness 
• Maximizing changeover responsiveness 

• Maximizing manufacturability of designs 
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4 

To guide the process of generating evaluations or design solutions, a user 
employs ACTION to select and manipulate constraints, trade-offs, and value­
assignments for organization and technology variables thai form the theory 
minimodels. 

The ACTION project has built upon the knowledge and insights gained from 
two prior efforts: the HITOP (Higlüy-Integrated Technology, Organi~tions, 
and People)approach to analyzh1g human infrastructure impacts of advanced 
manufacturing technologies [Majchrzak 88; Majchrzak et al. 91], and the 
HITOP-A (HITOP-Automated) decision support system [Gasser and 
Majchrzak 92, Majchrzak and Gasser 92]. The HITOP-A system was initially 
developed at USC. Using decision rules and heuristics, this system predicted 
human infrastructure required for a particular state of organization, job 
design, and technology variables. The foeusof HlTOP-A waspredictive ded­
sionmaking and support for flexible manufacturing cells. Work on HlTOP-A, 
completed in 1991, produced an operational prototype which was capable of 
developing the job and organizational designs that incorporate organizational 
and technological knowledge and input. 

2 Overall System Strah!gies 

The knowledge-based system software core of ACTION is a general, domain­
independent tool that operationalizes ACTION domain-specific TOP theories 
or other Llteorîes, to create a eombinedanalysis, design, and explanationl 
teaching system for a specifie domain. This generai modeling framework has 
been used to implement a software decision-support system that inc1udes the 
ACTION discrete-parts manufacturingmodels. The overal1 strategy for 
ACTION has been to develop acore set of representation and knowledge 
structures which can be used as a single underlyingtheory and framework for 
accomplishing aIl of the key functionalities. These core knowledge strüctures 
are flexible and reconfigurable, sc that they can be modified and improved 
without major software rebuilding. This unified approach leads to greater con­
sistency, coherence, and Integration across functionalities in the ACTION sys­
tem, and improves maintainability. The core ACTION software is 
reconfigurable toincorporate new domain, control, or interface approaches. 
This means that the basic structure of the ACTION software and theory is 
directly applicable to a range of other problems (e.g. enterprise-level model­
ing), by "plugging in" new domain theories, design processes, and interface 
models. 

This set of knowledge structures inc1udes representations of 

• Core ACTION domain theory (minimodels, theory matrices, business objec­
tives/goal, user constraints, etc.) 

• User interaction, exploration, explanation, and information facilities 

• A constraint based reasoning system. 
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• Control knowledge such as design and analysis heuristics (e.g. priority rankings 
of goals or of mimmodel elements), or system knowledge states (ACTION's 
record of what it has accomplished and what a user knows) and design process 
rules (ACfION's rules that capture recommendations about what ACTION steps 
to follow in what order, depending on a user's purpose) . 

• Theory abstractions such as matrices for summary-TOP analyses. 

This set of representations is used simultaneously to achieve the four key 
ACTION functionalities. For example, design, evaluation, and explanation are 
all achieved by applying knowledge represented in the minimodels as con­
straints. For evaluation, a user specifies details of organizational unit struc­
tures and unit attributes, and the rninimodels are applied unit-by-unit to 
derive information about what goals are achievable and what degree of match 
exists among an organizations attributes. For design, a user specifies a set of 
goals for an organization to meet, along with key design constraints, and 
ACTION uses the rninimodels and unit design information to derive a unit 
structure and appropriate unit and technology attributes. For explanation, par­
ticular user-entered or system-derived values can be rationalized by reference 
to their place in the ACTION Domain Theory and prior minimodel-based con­
clusions. 

ACTION allows for analysis and design of organizations at both summary and 
detailed levels. The strategy for accomplishing summary-level analyses that 
are coherent with detailed analyses is to use the same underlying knowledge 
and representation structures as a basis for both. Knowledge used for 
summary TOP analysis and design is simply abstracted from the knowledge 
used for detailed analysis and design. For example, the organizational goal 
posslbllity Of mlnlmlzlng throughput is linked to the detailed concept per­
centage of technology that Is reliable through a dense network of concepts 
and relationships in the throughput minimodel. However, in the summary TOP 
analysis, this complex relationship has been simplified, and is represented as a 
pairwise constraint in the summary relationship matrix. In this way, summary 
relationships directly reflect underlying detailed theory, in abstracted form. 

Summary TOP analyses focus on the relationships between organizational 
goals and key summary analytical variables. In addition, Summary TOP anal­
ysis provides high-Ievel descriptions of basic unit design features, require­
ments, and strategies, taken from a small class of possibilities (rather than from 
a large c1ass of detailed unit designs). 

3 Data-Driven Approach to ACTION 

Most routine knowledge-based systems development projects are based on 
capturing a well-understood (but possibly unarticulated) body of pre-existing 
knowledge. The ACTION development project has taken on an additional 
major challenge: the structure and the content of the theoretical and practical 
knowledge at the core of ACTION were not yet weil understood at the outset 
of the project. Instead, these are under development concurrently with the 
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structure and processing architecture of the ACTION software system. Thus 
ACTION is an exerdse in a type of concurrent engineering, w herein a product 
(the theoretical and practieal knowledge and methodology of ACTION) and a 
process (the set of tools, design and analysis algorithms, and usability fea­
tures) are jointly and concurrently developed. 

One challenge for ACTION development has been how to maintain the flexi­
bility ta accommodate revisions to both ACTION architecture and to ACTION 
knowledgebase content and structure throughout the development period and 
beyond, 50 that ACTION can be as responsive as possible to the needs of users 
and theory builders. One approach to such concurrent design is design through 
abstraction. Un der this approach (which we are using), components of 
ACTION are being described, designed, and prototyped at successiveiy finer 
levels of detail. Assumptions behind and interactions among components that 
arise along the way are refined iteratively as more and more knowledge 
becomes settled and codified, and more design commitments get made. 

A complement to this iterative-abstraction-and-refinement approach to 
ACTION system development is the ability to removeand insert new compo­
nent models and new functionalities as knowledge changes and as the level of 
detail increases. To do tbis, the ACTION system itself comprises a collection of 
replaœable and reconfigurable components. It is this replaceable and reconfig­
urable aspect that we term the Data-Driven Model approach to ACTION. 

System architecture has been defined as a fixed, bounded, and static frame­
work within which some variation in behavior and specification are possible 
[Erman 901. Applying this viewpoint to ACTION, what needs to be defined is 
what parts of ACTION are statie, fixed, and bounded, and what parts are flexi­
ble and allow for sorne variation in their behavior (see figure). 

4 Organization Design 

We treat organization design as a routine design problem(as vs. a creative 
design problem), with a well-defined space of possibilities and explicit evalua­
tion criteria. Our approach is tù modei a designed artifact (in organization 
design this is an organization orhuman infrastructure) as a collection of vari­
ables with accompanying sets of possible values for each variable, al several 
interrelated levels of abstraction. These variables and values create a space of 
possible designs. For example, if we are designing chairs, we might use 
strength-of-legs as a design variable, with possible values being integers rang­
ing from 10-100. A set of relations amongthese variables defines the hard ev"l1-
uation criteria for designs, and divides the overall design space into acceptable 
designs (those in which the relations hold) and unacceptable designs (those in 
which the relations do not hold). The relations may be viewed as 1) constraints 
among variable values, 2) desired levels of correlation between variable vai­
ues, or 3) desired levels of congruence (qualitative match) among variable val­
ues. For chairs, one such constraint might be weight of chair + weight of heaviest 

B
IB

LI
O

TH
E

Q
U

E
 D

U
 C

E
R

IS
T



7 

ACTION Data-Driven <1't} Model* 
• The ACTION framework is general 
enough ta mode! many 0" domaIns 

~;P~n;ti;,; 1 pluggable Fonnalizec:t 
1 and 1 Explanation 

Interaction ;-.--... and 
1_ .!h~!I _1 Interaction 

Theory 

1:'-----IDesign Procea .. ", __ .. ~ Fonn.ilzad 
Theory and Design 

1 __ Exp_erien_œ_1 Process 
pluggable Model ........ 

u •• r 
" int .... ctlon 

" , , , 
prescriptions and methods " 

Stat.d ln. speclallzed, 
lFormalized .. ' = formal,probl"m.depencl.nt 

Illfiguag. 

r;:----I 
1 
Org.nizalion 1t. .... I-____ -, 

(Domain' 1" 
1 Theory 
.. _ _..1 

pluggable 

Formalized Theory 
of Organization 

(or of other domain-) 

occupant must be less than or equal to strength of legs. Finally, within the space of 
acceptable designs, there is a set of evaluation criteria that describes "better" 
and "worse" designs. 

In the abstract, then, a design problem is the problem of searching the space of 
possible designs (i.e., possible value assignments to design variables) for 
acceptable, highly-evaluated designs. Operators in this search include narrow­
ing the size of sets of possible variable values, e.g. by assigning particular val­
ues to variables and propagating/ analyzing the effects of the narrowed. value 
sets. Heuristics include domain-specific search-ordering knowledge and 
dornain-independent ordering analyses that depend on structural characteris­
tics of the search space. The set of design description variables together with 
the set of relations, evaluation criteria and domain-dependent heuristics, is 
called the organization design domain theory. We include provisions for revisions 
to the dornain theory, creating, in effect, a higher-order (theory-level) and more 
open search space. This allows manual or autornatic searches through alterna­
tive dornain theories, to find design spaces that encompass more appropriate 
designs. 
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4.1 Design Process Model!> 

A design process model (DPM) i5 an explicit mode! of the activities carried out 
while creating a design, Le., in searching a design space. Sorne of these activi­
ties and sorne aspects of the composition and structure of these activities are 
known before the design lS undertaken, while other aspects of the design pro­
cess emerge while creating the design, due to user inputs and the propagated 
effects of design choices. Thus, a design process model can be viewed asa con­
trol architecture with accompanying control knowledge for a design-problem 
solving system that (usually) involves people and automated design support 
tools. A DPM cau a180 be viewed as a specification of both allocation of design 
activities (e.g. to people or to the support tools) and control choices (what to 
do and in what order to do H). Viewed from this perspective, a DPM needs to 
indude the foUowing elements: 

• A set of control actions and heuristics, to establish strategies or goals for differ­
eut modes of use. 

• A set of actions that a design system can take in refining a design. 
• A definition of user involvement, that i5, which choices and activities are explic­

itly allocated to users and w hich to the automated parts of the system. 

• A (partial) ordering of selected design activities that prescriptivelv describes the 
steps to he taken to generate and evaluate a design. -

@ A set of preferenœs and heuristics under which to make under-specified design 
choices that arise w hile generating a design. 

Adopting a particlllar DPM amounts to making the hypothesis that, over a col­
lection of design problems, a user using the design system will be able to gen­
erate a useful percentage of highly-evaluated acceptable designs with 
acceptable levels of effort. 

4.2 Design as the Inverse of Evaluation 

Evaluation criteria themselves can be seen as variables, each of which has an 
associated set of possible values, i.e., there is a space of possible design evalua­
tions,independent of any particular design. Each of these variables can be 
seen as a characteristic of the design--tha:t is, a way of describing a design in 
terms useful for evaluation. For example, a chair might be evaluated using a 
characteristic that directly reflects a design variable, such as strength-of-legs, or 
using acharacteristic that relates to the design variables oniy indirectly, such 
as cast. The Evaluation characteristics might have different possible values 
than those of the corresponding design variables, (e.g. high-med-Iow vs. 10-
100). Evaluation criteria may alsa be joined using relations, such as an ideal 
strength-to-cost relation for chairs. 

In general, then, we can think of an evaluation as a mapping between a set of 
design descriptions and a set of evaluation criteria. (We might iliink of this as 
applying evaluation functions to designs.) The inverse of fuis is a mapping 
from points in the space of evaluations to sets of designs, and this is how we 
see the activity of design: iteratively choosing a set of evaluation criteria and 
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then finding sets of designs that are elements of this inverse mapping. We calI 
these inverse mappings design relations. (They are relations, rather than func­
tions, because they are in general one-to-many mappings.) The general sources 
for such relations are: 

• The dornain theory, i.e., in addition to evaluation functions sorne design relations 
rnay be known. 

• Deduction frorn evaluation functions; sorne evaluation functions rnay have such 
a forrn that it is possible to obtain the inverse relation mathematically. 

• Through search; in the absence of complete knowledge, it may be necessary to 
heuristically search through a range of possible designs in a generate-and-test 
paradigm. This search is guided bythe design process moder. 

Three situations can occur: 

• The inverse mapping does not exist, i.e. the design problern is unsolvable 
because it is overconstrained; 

• There are rnany possible inverse maps, i.e. the design problern is undercon­
strained; 

• There is a unique inverse, i.e the design problern has exactly one solution. 

A basic design process, then, is to first find an estimated level of constraint, 
then to alternate between processes that 

• adjust the degree of constraint (possibly using preferences) to rnoderate the ease 
or difficulty of finding solutions, and 

• engage in search (or other methods of creating inverse mappings) to establish a 
set oracceptably-constrained design alternatives. 

5 Unit Design 

Unit design in ACTION is carried out as a highly-constrained search through a 
space of alternative unit designs. This is a heuristically guided exploratory 
search for several reasons. First, we have incomplete knowledge with which to 
design units algorithrnically, and so unit design requires exploration, which 
must be to sorne extent a generate-and-test search process. Heuristics such as 
user priorities for goals or particular attributes, and user choice preferences are 
brought to bear during this search. 

Second, the ability to explore and revise tentative conclusions opens the door 
to creative and possibly uniquely good, yet unforeseen, unit designs. This 
search through alternatives is thus important to maintain ACTION's capability 
to generate innovative and exploratory unit designs that nonetheless reflect 
solid, rational, and explainable design principles. 

Search depends upon the ability efficiently to generate alternatives and the 
ability efficiently to test and differentiate promising avenues from unprornis­
ing ones. Thus search requires 1) good control (generation) heuristics, and 2) 
good evaluation heuristics---i.e., several good evaluation procedures graded in 
terrns of resources required and solution quality, so that good and poor solu­
tions can be differentiated rapidly, and so that greater effort can be put into 
detailed evaluation of highly promising solutions. 
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Overall unit design in ACTION requires designing two aspects: indivldua! 
units themselves, and the set of relationships arnong units which, taken 
together, we caU unit structure. There i5 no necessary cornrnitment ta which of 
these aspects i5 designed first. In ACTION Phase l, however, unit structure is 
constrained to be a hierarchy. This mût structure constraint means that at each 
hierarchicallevel, unit design can be seen as a problern of partitioning the col­
lection of al! activities at that level into a set of separate, disjoint units 

5.1 Equivalence Relations as a Foundation for Unit Design 

Unit design is based on the notion of equivalence classes, where units com­
prise activities that are found tobe equivalent with respect tosome equiva­
lence criterium. The idea is that activities are put together in units because they 
are 'equivalent' in sorne sense, e.g. they may require the same resourCes or 
skills. By changing and composing the criterium for Equivalence, ACTION can 
change the classification of activities into Equivalence classes, and thus can 
mar>ipulate the membershipof activities in units. Since there is a number of 
different criteria, choices about hfJW to construct an equivalence relation effec­
tively yield a search through a space of alternative unit designs. T'ne basis of 
fuis procedure is the fact that equivalence relations between objects in a set 
mathematically define a clustering into disjunctive clusters. 

Using this approach, the issue becomes how toutilize several types of relations 
present in the ACTION domain theory to produce the "right" definition of 
equivalence and hence the right clustering. 

The relations needed by this approach are found in the ACTION domain the­
ory as factors such as: 

• Subdivisibility of goals 
• Reciprocal dependencies among tasks 
• Motivational completeness of jobs 
,. Complete variance control 

• Similarity of Information and Resourœ Needs 
• Preference for job broadening 

• Workload 
• Needed vs. availab!e skills 
• Preference for singleperson jobs 

These factors define relations between activities, but do not necessarily define 
equivaience. However, it tums out that Even if a factor does not define an 
equivalence relation, it is usuaHy possible ta redefine the factor slightly, in a 
way that is inconsequential from the domain theory point of view, to make it 
an equivalence. 
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5.2 Unit Design Heuristics 

There are two kinds of failure modes for a test evaluation, corresponding to 
the two dimensions of organizational evaluation used in ACI'ION; sociotech­
nical match and achievement of organizational goals. In the first case, a unit 
design may lead to an overconstrained set of organizational attributes (no 
sociotechnical match is possible among organizational features). In the second, 
the organizational feature matches may be underconstrained, but it may not be 
possible to fully meet organizational goals. 

Unit design generation heuristics correspond to the failure modes of evalua­
tions used in ACTION. For overconstrained attribute matches, these include 
ranking of equivalence criteria, (impacting what criteria are included or elimi­
nated first, and thus which activities appear in which units) ranking of organi­
zational goals (e.g., impacting core work scopes), and ranking of importance of 
organizational attributes (e.g., impacting what gets compromised first) for pro­
ductive revision in overconstrained situations. For inability to meet organiza­
tional goals, these include ranking organizational attributes to manipulate 
criteria of acceptability. 

6 Implementation Status 

ACTION is implemented in Common Lisp, Gamet (a GUI tool), and X-Win­
dows, and comprises approximately 2MB of application source code. As of this 
writing (May 1993) the ACTION software has gone through 6 major versions 
and over 40 minor versions in a development span of approximately 11 
months, as part of its current design and development process. The software 
has been integrated and operational since August 1992, and has been in use 
and under pilot test on analyses of real manufacturing organizations since 
February 1993, and is being used in three manufacturing organizations. 

7 Conclusions 

The ACTION theory that forrns the core of the knowledge in the ACTION 
decision support tool is based on an innovative open-systems approach to 
modeling the interactions among a wide array of TOP features in organiza­
tions. In addition, several innovative and theoretically strong approaches for 
knowledge representation, evaluation, design, explanation, and system gener­
ation. These include: 

• Shared, replaceable knowledge representations for many system functionalities 
at several abstraction levels 

• Constraint propagation for unit design and evaluation 
• The use of equivalence relations as a foundation for unit design 

• Direct representation of domain theory as a foundation for explanation 
• System generation through incrementaI translation and aggregation of replace­

able parts. 
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Overall, the ACTION project 18 an attempt to meld state-of-the-art knowledge 
representation, reasoning, control, and user-interaction structures into a usable 
and useful system for analysis and design of real hurr.an organizations. A sec­
ond focus of ACTION is the development and synthesis of a robust and gen­
erai theory of organization, with special attention to the integration of 
technological, organization-level, and human-level features. We expect that 
this theory will generalize to 1} other organizational contexts beyond produc­
tion areas of discrete parts manufacturing (we are currently exploring applica­
tions in environmentally-conscious manufacturing and in software 
development organizationst and 2) non-human organizations, including dis­
tributed AI and multi-agent software systems. Finally, ACTION airns to pro­
vide a flexible and domain independent constraint-based modeling and 
reasoning structure that can be of significant value for development of many 
types on flexible theory-driven knowledge systems. 
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