
Pietro Torasso (Ed.) 

Advances in 
Artificial Intelligence 

Third Congress of the Italian Association 
for Artificial Intelligence, AI*IA '93 
Torino, Italy, October 26-28, 1993 
Proceedings 

Springer-Verlag 
Berlin Heidelberg New York 
London Paris Tokyo 
Hong Kong Barcelona 
Budapest 

B
IB

LI
O

TH
E

Q
U

E
 D

U
 C

E
R

IS
T



Series Editor 

Jorg Siekmann 
University of Saarland 
German Research Center for Artificbllntelligence (DFKl) 
Stuhlsatzenhausweg 3, 
D-66123 Saarbrucken, Germany 

Volume Editor 

Pietro Torasso 
Dipartiœento di lnformatica, Università di Torino 
Corso Svlzzera 185, I-I0149 Torino, ltalia 

CR Subject Classification (1991): I.2 

ISBN 3"540-57292-9 Springer-Verlag Berlin Heidelberg New York 
ISBN 0-387-57292-9 Springer-Verlag New York Berlin Heidelberg 

This work is subject to copyright. Ail rights are reserved, whether the whole or part of 
the material is concerned, specifically the rights of translatiou, reprinting, re-use of 
illustrations, recitation, broadcasting, reproduction on microfilms or iu any other way, 
and storage in data banks. Duplication of this publication or parts thereof is permitted 
only under the provisions of the German Copyright Law of September 9, 1965, in ils 
current version, and permission for use must always be obtained from Springer-Ver1ag. 
Violations are Hable for prosecution under the Germay; Copyright Law. 

© Springer-Verlag Berlin Heidelberg 1993 
Printed in Germany 

Typesetting: Camera ready by author 
Printing and binding: Druckhaus Beltz, Hemsbach/Bergstr 
45/31 LtO-54.321 0 "' "?rinted on acid-free pape:: 

B
IB

LI
O

TH
E

Q
U

E
 D

U
 C

E
R

IS
T



Preface 

This book contains 22 long papers and 13 short ones which have been 
selected for the Scientific Track of the Third Congress of the Italian As­
sociation for Artificial Intelligence. Long papers are intended to report 
completed work, whereas short papers are mainly devoted to ongoing re­
search. The Program Committee has strictly enforced the rule that only 
original and unpublished work can be considered for inclusion in the Sci­
entific Track. 

The papers report on significant work carried out in the different sub­
fields of Artificial Intelligence, not only in Italy, but also in other European 
countries as well as outside Europe. Although the congress is organized 
by the Italian Association for Artificial Intelligence, it has a truly inter­
national character because of the invited speakers (Prof. Tom Mitchell, 
CMU, USA, Prof. Jean-Paul Barthes, Université de Technologie de Com­
piegne, France, Dr. Bernhard Nebel, DFKI, Germany), the number of 
papers presented by foreign authors, and the large number of submis­
sions (roughly 40% of the total) coming from abroad. 

The Program Committee had a hard job in evaluating the manuscripts 
submitted for publications since for most papers three independent re­
views have been obtained (in sorne cases four). 

Therefore, we believe that the book is a relevant source of information 
for understanding which are the currently active areas of research and 
the new promising directions in the AI field. Even if a single book cannot 
provide a complete picture of what is going on in AI (for example the 
areas of Perception and Vision, Qualitative Reasoning and Distributed 
Artificial Intelligence are somewhat underrepresented with respect the 
amount of activity carried on in Italy), sorne directions can be singled 
out. 

Areas such as Automated Reasoning, Knowledge Representation and 
Natural Language (which have a well-established tradition in Italy) con­
tinue to attract significant amount of interest. 

Machine Learning has recently attracted a lot of attention (not only 
among Italian scientists): the area has matured rapidly and a variety 
of approaches are currently being investigated, ranging from logical ap­
proaches (such as in Inductive Logic Programming) to numeric ones (as 
in genetic algorithms). This variety of approaches is well documented in 
the papers collected in the book. 

Connectionism (or, more generally, subsymbolic approaches) has re­
cently attracted significant interest within the AI community. In the book 
the application of subsymbolic approaches to perception and vision as 
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v; 

weil as to quite different problems is documented. Moreover, a increasing 
attention Îs being paid to the mechanisms for integrating symbolic and 
subsymbolic methods. 

Inspecting the contents of the book, a growing interest for an explicit 
representation oHime is apparent. The capability of developing an explicit 
representation of time and the need of performing temporal reasoning in 
an efficient way is relevant not only in the area of knowledge representa­
tion, but also in planning, robotics and reasoning about physical systems. 

In achieving the goal of organizing a congress of hlgh scientific level, 
the contribution and the efforts of many persons have to be acknowledged: 
beside authors, the Program Commit tee members and the referees (whose 
names are listed in the following pages) de serve my gratitude. 

The nnancial support by Consiglio Nazionale delle Ricerche (Comi­
tato Scienze d'Ingegneria e Architettura e Comitato Scienze e Tecnologia 
dell'Informazione) for partially covering the publication cast of the book 
la acknowledged, 

Tarino, July 1993 Piero Torasso 
AI*IA '93 Program Chairman 
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Proving Formulas through Reduction to 
Decidable Classes 

Mauro Di Manzo 
Enrico Giunchiglia 

Alessandro Armando 
Paolo Pecchiari 

Mechanized Reasoning Group 
DIST - University of Genoa 

Via Opera Pia lIA, 16145 Genoa, Italy 
{mauro,enrico,armando,peck}@dist.unige.it 

Keywords: interactive theorem proving, decision procedures 

Abstract. As it is well known, it is important to enrich the basic deduc­
tive machinery of an interactive theorem proyer with complex decision 
procedures. In the GETFOL system we have implemented a hierarchical 
and modulo .. structure of procedures which can be either invoked indi­
vidually or jointly with the others. At the top of the hierarchy there is 
a decision procedure for a set of formulas which can be reduced to the 
dass of prenex universal-existential formulas via finitely many applica­
tion of rewriting rules. In this paper we give a formal account of such a 
reduction process, arguing that (i) it greatly enlarges the set of formu­
las which can proven through a decision process and (ii) in sorne cases 
makes the resulting formula easier to prove. We also provide an exten­
sional characterization of a class of formulas which can be reduced and 
thus decided. The implementation of such reducing procedure in GETFOL 
is also sketched. 

1 Introduction 

Much of the work in interactive theorem proving deals with the definition of 
powerful and effective proof strategies. However, due to the simplicity of the 
basic inference steps, the design and synthesis of complex proof strategies may 
turn out to be a boring, hard and even unnatural activity. For example, in 
GETFOL [1], FOL [2] and LCF [3] it is neither easy nor natural to write a proof 
strategy for quantifier-free formulas basing on the rules provided by such systems 
(analogous to the rules for system of classical N atural Deduction as described in 
[4]). 

A way to tackle this problem is to enrich the basic deductive machinery of 
the interactive theorem prover with complex decision procedures [5, 6, 7]. For 
example, in the GETFOL system we have implemented a hierarchical and modular 
structure of procedures which can be either invoked individually or jointly with 
the others [8, 9, 10]. At the top of the hierarchy there is a decision procedure for a 
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set of formulas which can be reducedtb the dass of prenex universal-existential 
formulas (UE-formulas)l via finitely many application of truthful preserving 
rewriting rules. 

Two are the main advantages of incorporating su ch a reductionprocess in 
an interactive theorem prover. First, supposing a decider for UE-class is aJready 
available (as in the GETFOL system), Jt significarttly enlargea the clasa offormulas 
whichcan be proven through a decision process (800 theorem 9). Second, in sorne 
cases the reduction process makes the resulting formula easier to prove (see ex­
ample 1). This paper provides both a presentation of the theoretical properties of 
snch a redllction process and a brief discussion of its implementatiàn. While the 
former should give evidence of effectiveness of th", proc",dures the latter shoulà 
act as a more precise guideline for the understanding of how it is mechanized. 

The procedures described in this paper have been implemented and are Cllr­

rently available inside the aETFOL system [1]. We want to recall that GETFOL 
provicles the User with a set of inference FuIes which are very close ta those of 
N atural Deduction [4]. In proving a theorem, it is possible to use orily decision 
procedures (e.g. if the goal exactly matches the applicability c~nditionB of the 
decision procedure), or to mix the application of inferences mies and decision 
procedures (e.g. for proving some sub-goals); or ta use only inference mIes (f.i!. 
if decision procedures are not applicable or effective enough), 

2 Enlarging the class of solved formulae 

Consicier the set S of rewriting rules (from now on S-rules) expressing the 
well-known properties of associativity, commutat.ivity and distributivity of the 
propositional connectives (S2-rules) and the distributivity of quantifiera through 
propositionaJ connectives (St-mIes). Many formulae not in UE-form can he re­
d'llced to UE-formulae by finitely many applications of S-rules. The reduce proce­
dure Implementa the notion of reducihility w.r.t. S. However, we want top oint 
out that the notion of reducibility, upon which reduce has heen built, i8 not 
bound to any particular set of rewriting mIes. Rence the same methodology we 
used for building reduce can be used to build new procedures relying on other 
sets of rewriting rules. . 

The use of reduce greatly enlarges the clasa of formulae solved by the overali 
system. Here some examples of S-reducible (to UE-form) formulae follow (If C 
Îs a set of rewriting rules then.-c is the reducibility relation induced by C and 
~c is the reflexive and transitive dosme of ...... c.) 

1 UE-formulae are formula.e uot conta.ining function symhols and suell that a.ny uni­
versai qua.ntLIier doe. not contain free occurrenceS of existentially hounded variables 
in it. sccpe. The UE-c1ass is the set of UE-formmae. Obv;ous!y, the cl.."s ofprenex 
U_niversaJ-Existential formlllae not containing fnnction symbol is contained. in the 
UE-clas., 
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Examplel. 

(1) 3x.Vy.(P(x, a)V R(y» 

(2) 3x.Vy.3z.(P(x, z)V pey, z» 

(3) 3x.Vy.«P(y, a)VQ(x»VQ(y» 

3 

...... 8, 3x.(P(x,a)VVy.R(y» 

...... s, 3x.Vy.(3z1 .P(x, zt}V3z2.P(y, Z2» 

...... S, 3x .(3z1 .P( x, Zl) VVy.3z2 .P(y, Z2» 

...... s, 3x.Vy.«P(y, a)VQ(y»VQ(x» 

...... s, 3x.(Vy.(P(y, a)VQ(y»VQ(x» 

(4) 3x.Vy.3z.«P(y, z)AQ(x»AQ(z» ...... s, 3x.Vy.3z.«P(y, Z)AQ(Z»AQ(x» 
...... s, 3x.Vy.(3z.(P(y, Z)AQ(Z»AQ(x» 
...... s, 3x.(Vy.3z.(P(y, z)AQ(z»AQ(x» 

As the formula (1) in example 1 shows, the idea is to try to reduce the scope of 
universal quantifiers till they no longer contain free occurrences of existentially 
bounded variables. Formula (2) shows that in sorne case it is necessary also 
to consider the rules for pushing existential quantifiers. Formulas (3) and (4) 
evidence that in sorne cases to reduce the scope of an universal quantifier we 
have (first) to apply rules for a proposition al manipulation of the matrix of a 
quantifier. 

2.1 Basic definitions and theorems 

This section is devoted to formally state and prove standard properties (i.e. 
noetherianity and confluence [11]) of the rewriting rules which we have informally 
spoken about. In order to provide a precise account of the rewriting rules used 
by reduce and to discuss their formai properties we introduce sorne notational 
conventions and definitions. a( x) denotes a formula in which there is at least 
one free occurrence of the variable x. a[x] denotes a formula in which there is 
no free occurrences of x. Q and Q' stand either for V or for 3. If Q = V, then 
o = A and + = V. If Q = 3, then 0 = V and + = /1. 

Definition 1 minimality. A formula f3 is minimal w.r.t. (Q, x) if and only if 
satisfies one of the following clauses: 

(i) is a literai in which x occurs free, 

(ii) f3 = Q'y . ..,.(x), with..,. minimal w.r.t. (Q', y), 
(iii) f3 = (..,.(x) + 6(x» with ..,.,6 minimal w.r.t. (Q, x). 

A formula a is minimal if and only if each subformula Qx.f3 of ais such that f3 
is minimal w.r.t. (Q, x). 

Definition2 normalization. A formula f3 is normalized w.r.t. (Q, x) if and 
only if satisfies one of the following clauses: 

(i) is minimal w.r.t. (Q, x), 
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4 

(ii) fJ = ,8[z] (fJ does not contain free occurrences of z), 
(iii) fJ = (ro6)with r, " normalized W.f.t. (0, x), 
(iv) fJ = (r[x) + 6) with " normalized W.f.t. (0, z) (note that by dause 

(i) "( is normalized W.f.t. (Q, x}). 

A formula a is normalized if and only if eacn subformula Ox.(3 of", is snch that 
(3 is norma.lized W.f.t. (Q, x). 

We also say that fi = (-r(x) + 6) is a top normalizable formula w.r.t. {a, x} 
if and only if i and (j are normalized w.r.t. (Q, x} and (J is not normalized 
w.r.t. (Q, x). 

Given a formula a, f3 is a top normalizable formula 2 if and only if there exists 
(0, x) such that: 

( i ) f3 is a top normalizable formula vi: .r. t. (Q, z), 
(ii) descending a construction tree, (Q, x) are the last qUa.11tifier symbol 

and bound variable tnat we meet before (J. 

The rewriting mies used by reduce are lisfed in table 1. In the following we 
will refeT to the sets of rules {(l) - (8)}, {(l) - (3)} and {(4) - (8)} by S,SI 
and 82 respectively. Notice that no rule in S i8 applicable to a minimal formula 
and that no mie in S2 is applicable to anormalized formula:. The following two 
theorems establish the noetherianityand confluence of S, SI and S2 . 

. 

(1) Qz.a[x] Ho 0/ ! 
(2) QX.(lX 0 fi)(x) ..... (Qx.o: 0 Qx.fi) 

1 

(3) Qx.(a[:;;} + ,8(x)) ,.... (o:[xJ + Qx.,8(x» ! 
1 , 

. 

(4) (n(x) + l1[x]) H- (J3[",J + lX(X» : 

(5)i«O'[xJ + J3(x» + 1'(X»H (lX[X) + (J3(x) + -r(x») 
1 
i 

(6) . «0: 0 ,8)(x) + 1'(x» ...... «0: +-r(x»o (P + -r(x»))! 
1 

(7) (O'lx) + (P[xJ + 1'(x ») Ho (;3[x]+ (a(x) + j'(x))) 
, 
! 

(8) 
• 1 

(a(x) + (P 0 -r)(x) 1-+ «o:(x) + ft) 0 (a (x) + -r»: 
Restrictions: 
• In fuIes {(4) - (8)} the left hand side must be a top normalizable formula. 

® In mIes {(7), (B)} " must he minimal w.r.t. (Q, x). 

Table L The rewriting mIes 
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Theorem 3. S, Sl, S2 are noetherian. 

Proof. For any formula a, define F( a) to be the cardinality of the set of proper 
subformulae in the scope of a quantifier in a. As result of an application of one 
of the rules in {(l) - (3)}, a ...... a' and F(a' ) < F(a). Hence Sl is noetherian 
since {(l) - (3)} can be applied only finitely many times to a formula. For any 
formula a, define C(a) to be the cardinality ofthe set ofproper subformulae of a 
top normalizable formula in a. Also note that to any top normalizable formula, 
one of rule in {( 4) - (8)} must be applicable. If a' is the formula obtained 
by applying such a rule then C(a') < C(a). Hence also S2 is noetherian since 
{( 4) - (8)} can be applied only finitely many times. S is noetherian since, if we 
define 9(a) = (F(OI) + 2 x C(OI» then the application of the rules in S makes 9 
to decrease. 

In defining 9(01), we give a different weight to C(OI) because if we apply rules 
(6) or (8), F(OI) can increase. With su ch weights, even for su ch rules, 9(01) is 
strictly decreasing. 

Theorem4. S,Sl,S2 are confluent. 

Pro of. It is sufficient to notice that there are no critical pairs in S, i.e. no two 
(variables disjoint) rewriting rules (11 ...... r1), (12 ...... r2) such that any (non vari­
able) sub-term of h is unifiable with 12 • Hence, also Sl, S2 are trivially confluent. 

2.2 FormaI results about reducibility 

We are now ready to discuss the properties of S with respect to the prablem 
of reducing formulae in UE-form. As already said, the UE-reducibility of fairly 
wide classes of formulae is proved (theorem 9 and corollary 10). Such a result is 
a consequence of theorem 8 which states that indefinite applications of the rules 
in S have the effect to reduce the input formula ta an equivalent minimal one. 
An effective way to accomplish su ch a reduction process is to recursively descend 
the formula tree and then apply the rewriting rules in a bottom up fashion (see 
procedure S-normalize in figure 1) exploiting the following facts: 

• literais, conjunctions and disjunctions of minimal formulae are minimal, 

• a minimal formula occurring in the scope of "Qx" can be rewritten into 
a normalized formula w.r.t. (Q, x) by applying the rules in S2 (procedure 
S2-normalize - lemma 7), 

• A normalized formula (wrt (Q, x» can be turned into minimal form by 
application of the rules in Sl (procedure Sl-norrealize - lemma 5). 

The S-normalize procedure, given the Sl-normalize and S2-normalize 
procedures, (whose implementation is omitted for lack of space) has the effect 
to reduce the input formula w in minimal form. Before formally enunciating and 
proving theorems, the following example justifies the initial claim that in sorne 
cases the reduction pro cess makes the formula easier to prove. 
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1 (DEFUM S-normalize 
(IF (LlTERAL s) v 
(Il' (cmu ,,) 

6 

(v) 

(1IIkar.d! (S-normalize (df-gat-lf ,,» (S-normalize (wff-get-rt w») 
(IF onSJ ,,) 
(Hor (S-normalize (vft-get-li w») (S-normalize (llff-get-rt w») 
(IF (QUAliTlfFF ,,) 

(Sl-normalize 
(S2-nonllalize 
{lIIkquantvff (quant of w) (bvarof y) (S-normalize (matrix v»)))) 

(E!i.RHESS "vff not in negative normal for .. "»»» 

Fig. 1. The S-norœalize routine. 

Example 2. Problem 29 from [12J.3 The formula to he proven is: 

«3x.F(x)A3x.G(x) -«\lx.(F(x) ..... H(x »AVx.( G(x)- l(x»);­
(Vx.Vy.«F(x )I\G(y») -(H(X)AJ(y)))))) 

Applying redû!:e we get: 

«(3x.F(x)A3x.G(x)) ..... «\Ix .(F(x) --+ H(x ))/\ 'Ix .(G(x) -+ J(x») .... 
«3x.G(x) ....... Vx.CF(x) -+ H(z»)t\ 
(3z.F(z) --+ Vx.CC(x) -> J(x)))))) 

which cau be proven using only propositional argumentations. For example, 
mapping each quantified formula iuto a distinctpropositionai let ter , ,ve obtain 

((AI\B)-((CAD») H «(B -, C))r\(A-> D)) 

which is a tautology. 

The following lemmas are needed to make the proof of theorem 8 easier. 

Lemma5. If a is normalized W.T.t. (Q, x) then Qx.a ':"'s,fJ with;3 minimal. 

Such a lemmaeasily follows from the definitions of formula. normalized wrt 
(Q, x) and of minimality. 

Lemma6. If a is a top normalizable formula W.'r.t. (Q, x) then Qx.a ':"'S2 

Qx.o/ with a' normaiized w.r.t. (Q, x}. 

3 To tliis example i1 i. attributect a difficulty of seven points out of ten. In order to 
malee the e"a.mple easier to follow, we do Ilot tIanslate the formula ir. negative normal 
fOIm and suppose tha.t réduc" exploits alse the rules for the implication. In any case, 
such rules CaR be easily derived from those lJ.ste<Ï in table 1. 
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Proof By induction on the number of subformulae in a (B(a». (To simplify 
the presentation we consider the case Q = V). By definition of top normalizable 
formula, a = (,8(z)Vr), with ,8, r normalized w.r.t. {V, x}. 

(B(a) = 3). 0'= (P(x)V R[z]) with P(z) and R[x] (distinguished) literals. By 
mie (4) Vz.(P(z)VR[z]) ..... Vz.(R[x]VP(z». 

(B(a) = m + 1). By cases: 
- ,8 is minimal w.r.t. {V, z}. r cannot be minimal w.r.t. {V, z} (otherwise 

also a is minimal and hence normalized). 

(a) If r = r[x], by applying mie (4) Vz.(,8(z)Vr[z]) ..... Vx.(r[z]V 
,8(z». 

(b) Ifr = (71l\p)(z), by applying mie (8) Vz.(,8(Z)V(71l\p)(Z) ..... 
Vz.«,8(x)V7I)I\(,8(x)Vp». Sinee max {B(,8(x)V7I), B(,8(x)Vp)} < 
B(,8(x)V(71l\p)) then, by inductive hypothesis, both (,8(x)V7I) 
and (,8(z)Vp) can be normalized. Then «,8(z)V7I)I\(,8(x)Vp» 
and hence a are normalizable. 

(c) Ifr = (71[X]Vp(x», by applying rule (7) Vx.(,8(z)V (71[X] V 
p(z») ..... VZ.(71[Z]V (,8(x) V p(x»). Since B(,8(x) V p(x» < 
B(,8(z )V(71[Z]vP(X») then, by inductive hypothesis, (,8(x )Vp(z» 
is normalizable. Then (71[X]V(,8(x)Vp(x») and hence a are nor­
malizable. 

Notice that this includes also the case in which,8 = Q'y.r sinee ,8 = Q'y.r 
normalized w.r.t. {Q, x} means that it is also minimal w.r.t. {Q, x}. 

- Analogously, if ,8 = (71I\P)(X) we can apply rule (6). If ,8 = (71[X] V p(x)) 
we can apply mie (5). In both cases, the top normalizable formulae in the 
resulting formula are normalizable for the induction hypothesis. 

Lemma 7. For any minimal formula a and pair {Q, z} Qz.a ~s, Qz.a' with 
a' normalized w.r.t. {Q, z}. 

Proof By induction on the number of subformulae in a (B(a)). 

(B(a) = 1). a is a literaI. Then a is normalized w.r.t. {Q, x} for any {Q, x}. 
(B(a) = m + 1). We know, for the induction hypothesis, that for any minimal 

formula,8 such that B(,8) :s m, ,8 can be normalized w.r.t. any pair {Q, x}. 
By cases: 

- 0'= (,8or) By inductivehypothesis Qx.,8 ~S2 Qx.,8' and Qx·r ~S2 Qx·r' 
where,8', r' are normalized w.r.t. {Q, x}. Hence Qx.(,8or) ~s, Qx.(,8'or') 
with,8' or' normalized w.r.t. {Q, x}. 

- a = (,8 + r)· By inductive hypothesis Qx.,8 ~s, Qx.,8' and Qx·r ~S2 
Qx.r' where ,8', r' are normalized w.r.t. {Q, x}. Henee a' = (,8' + r') is 
either normalized (e.g. ,8' = ,8'[x]) or a top normalizable formula wrt 
{Q, x}. In this last case, Qz.(,8' + r') can be normalized by lemma 6. 

- 0'= Q'y.,8. Since a is minimal, then it is also normalized wrt any {Q, z}. 

Theorem 8 minimality of S normal form. If a ~s ,8 then ,8 is minimal. 
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Proof By iuduction. 

(lit literal). c<,:!.,s a and a is minimal. 
(lit = (/3. '"t». With .. E {II, V}. For the induction hypothesis, {J ~8 f3' and"Y:'-.$ 

i' with (J'and -{' minimal. Hencea = ({J."y) ~8 «(i' "r') with (13/ ., i') 
minimal. 

(a::;:: Qz.fi). For the induction hypothesis, {J ~s 13' with {J' minimal. Bylemma 7 

(i' ~8. (:J" with,B" normalized w.r.t. (Q, x}. By lemma [) Qx.fJ" ~81 13"1 

with {Jill minimal. Henee Qx.{J ':"8 {Jill with {Jill minimal. 

We say that a formula a is S-reducible to UE-form (for short S-reducible) 
if and onIy if Ct ~8 fJ and f3 is a UE-formula. Obviously a DE-formula is S­
reducibk -

The following theorem, while providing a syntactic charaderization of a 
subset of S-reducible formulae, should give evidence of the fad that the set 
of S-reducib!e formulae is fairly wide. Let \/x.</> (3y.</» stands for \/X1 ... xr.IjJ 
(3Yl .,. y, .q,) for an)' r, s ~ L 

'l'heorem 9. Let Ct = VYn3xn ... Vy;3xi ... \/ydXl.lP. If <P is a quantifier-free 
formula suck that each literai contains no variables in Yk and in XI 'with k < l, 
or in xkand in XI with k # l, then Ct is S-r-edueible to UE-form. 

Praof By induction on n. 

(n == 1). Ct::"8 a'.Since a is aUE-formula, also al is. 
(n== m + 1). il! == 'r/yn3Xn.;3 where.{3 = VYm3xm ... VY13xl.<P. For the induc­

tion hypothesis.B ~8 /3' with ;3' in UE-forrn and (by theorem il) minimal. 
From minimality it (01l0w8 that there are no free· occurrences of variables 
in X n in the scope of any quantifier inti'. (ln <P and hence also in {J' each 
literal containing X n does not contain other bound variabies but those (even­
tually) in Yn)' Since {J' is in UE-formalso VYn3xn.;3' is in UE-form. Henee, 
by finitely many applications of the rulesin S, Ct can be rewritten into 
VYn3xn.fJ'. Finally VYn3xn.fJ' ~s a' with 0/ in UE-form. 

As an Immediate consequence wehave that the monadic class together with 
two other classes are S-reducible to UE-form and hence decidable. 

Corollary lO.The classes of 

• monadic formulae, 

• formulae in which predicates contains at most one bound variable, 

• formulae in which eaeh predicates either coniains no existentially bound 
variables or, if il coniains one, il is the only bound variable it cordains, 

are S-reaucible to UE-form. 

However there are formulae which are S-reducible and are not in the class 
specified in theorem 9. The formula 3x.Vy.3.z.(P(x, z)V P(y, z)) (formula num­
ber (2) in example 1) is a proof of this facto On the other hand, a slightvaria­
tion of a S"reducible formula may not be S-reducible. For example, the formula 
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3x.\ly.3z.(P(x, z)AP(y, z» turns out not to be S-reducible. So far, we have failed 
to find a simple syntactic characterization of the c1ass of S-reducible formulae. 

3 Conclusions and future work 

We have proposed a set of rewriting rules which are noetherian, confluent and 
greatly enlarge the set of formulas which can be proved by a decision procedure 
for UE-formulas. Example 1 shows also that in sorne cases the formula result of 
the reduction process is easier to prove. 

We want to emphasize that in this paper we have studied the reducibility to 
the UE-c1ass given the set S of rewriting rules. However, the same methodology 
applies w.r.t. any other (decidable) c1ass and set ofrewriting rules. In the future, 
we plan to extend the above results to other decidable classes maintaining the 
same set of rewriting rules. 
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