BIBLIOTHEQUE DU CERIST

Pietro Torasso (Ed.)

Advances in
Artificial Intelligence

Third Congress of the Italian Association
for Artificial Intelligence, AI*1A *93

.

Torino, Italy, October 26-28, 1993 .
Proceedings Ot ted
Springer-Verlag

Berlin Heidelberg New York
London Paris Tokyo

Hong Kong Barcelona
Budapest



BIBLIOTHEQUE DU CERIST

Series Editor

Jorg Siekmann

University of Saarland

German Research Center for Artificizl Inteliigence {DFKT
Swablsatzenhausweg 3.

D-66123 Sazrbriicken. Germany

Volame Editcr

Pietre Torasse
Dipartireento ¢i Informatica, Universith di Torine

-

Corso Svizrers [85.1-10349 Torino, ltalia

632

CR Subject Classification (1991): 1.2

ISBN 3-540-57292-9 Springer-Verlag Berlin Heidelberg New York
ISBN 0-387-37292-9 Springer-Verlag New York Berlin Heidelbecg

This work is subject to copyright. Allrights are resesved, whether the whole or part of
the material is concerned, specifically the rights of translation, reprinting, re-use of
illustrations, reciiation, broadcasting, reproduction on microfilms or in any other way,
and storage in data banks. Duplication of this publication or parts thereof is permitted
only under the provisions of the German Copydght Law of September 9, 1965, in its
current version, and permission for use must always be obtained from Springsr-Verlag.
Viclations are liabie for prosecution under the Cerman Copyright Law,

© Springer-Yerlag Berlin Heidelberg 1993
Printed in Germany

Typesetting: Camera ready by author
Printing and binding: Druckbavs Beltz, Hemsbhach/Rergstr
AS2TA0.SA32T0 . Prnfed on acid-free paper



BIBLIOTHEQUE DU CERIST

Preface

This book contains 22 long papers and 13 short ones which have been
selected for the Scientific Track of the Third Congress of the [talian As-
sociation for Artificial Intelligence. Long papers are intended to report
completed work, whereas short papers are mainly devoted to ongoing re-
search. The Program Committee has strictly enforced the rule that only
original and unpublished work can be considered for inclusion in the Sci-
entific Track.

The papers report on significant work carried out in the different sub-
fields of Artificial Intelligence, not only in Italy, but also in other European
countries as well as outside Europe. Although the congress is organized
by the Italian Association for Artificial Intelligence, it has a truly inter-
national character because of the invited speakers (Prof. Tom Mitchell,
CMTU, USA, Prof. Jean-Paul Barthes, Université de Technologie de Com-
piegne, France, Dr. Bernhard Nebel, DFKI, Germaay), the number of
papers presented by foreign authors, and the large number of submis-
sions (roughly 40% of the total) coming from abroad.

The Program Committee had a hard job in evaluating the manuscripts
submitted for publications since for most papers three independent re-
views have been obtained (in some cases four).

Therefore, we believe that the book is a relevant source of information
for understanding which are the currently active areas of research and
the new promising directions in the Al field. Even if a single book cannot
provide a complete picture of what is going on in AI (for example the
areas of Perception and Vision, Qualitative Reasoning and Distributed
Artificial Intelligence are somewhat underrepresented with respect the
amount of activity carried on in Italy), some directions can be singled
out.

Areas such as Automated Reasoning, Knowledge Representation and
Natural Language (which have a well-established tradition in Italy) con-
tinue to attract significant amount of interest.

Machine Learning has recently attracted a lot of attention (not only
among Italian scientists): the area has matured rapidly and a variety
of approaches are currently being investigated, ranging from logical ap-
proaches (such as in Inductive Logic Programming) to numeric ones (as
in genetic algorithms). This variety of approaches is well documented in
the papers collected in the book.

Connectionism (or, more generally, subsymbolic approaches) has re-
cently attracted significant interest within the Al community. In the book
the application of subsymbolic approaches to percepfion and vision as
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well as to quite different problems is documented. Moreover, a increasing
aftention is being paid to the mechanisms for integrating symbolic and
subsymbaolic methods,

Inspecting the conients of the book, & growing interest for an explicit
representation of time is apparent. The capability of developing an explicit
representation of time and the nzed of performing temporal reasoning in
an efficient way is relevant not oanly in the area of knowledge representa-
$ion, but 4lso in plenning, robotics and reasoning about physical systems.

In achieving the goal of organizing a congress of high scientific level,
the cortribution and the efforts of many persons have to be acknowledged:
beside authors, the Program Committee members and the referees (whose
names are lsted in the following pages) deserve my gratitude.

The financial support by Consiglic Nazionale delle Ricerche {Comi-
tato Scienze d'Ingegneria e Architeitura e Comitato Scienze e Tecrologia
deli’Informazione} for partially covering the publication cost of the bock
it acknewledged.

Torino, July 1692 Pierc Torasso
AT*IA 03 Program Chalrman
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Proving Formulas through Reduction to
Decidable Classes

Maurc Di Manzo
Enrico Giunchiglia
Alessandro Armando
Paolo Pecchian

Mechanized Reasoning Group
DIST - University of Genoa
Via Opera Pia 11A, 16145 Genoa, Italy
{mauro,enrico,armando,peck} @dist.unige.it

Keywords: interactive theorem proving, decision procedures

Abstract. As it is well known, it is important to enrich the basic deduc-
tive machinery of an interactive theorem prover with complex decision
procedures. In the GETFOL system we have implemented a hierarchical
and modular structure of procedures which can be either invoked indi-
vidually or jointly with the others. At the top of the hierarchy there is
a decision procedure for a set of formulas which can be reduced to the
class of prenex universal-existential formulas via finitely many applica-
tion of rewriting rules. In this paper we give a formal account of such a
reduction process, arguing that (&) it greatly enlarges the set of formu-
las which can proven through a decision process and (it) in some cases
makes the resulting formula easier to prove. We also provide an exten-
sional characterization of a class of formulas which can be reduced and
thus decided. The implementation of such reducing procedure in GETFOL
is also sketched.

1 Introduction

Much of the work in interactive theorem proving deals with the definition of
powerful and effective proof strategies. However, due to the simplicity of the
basic inference steps, the design and synthesis of complex proof strategies may
turn out to be a boring, hard and even unnatural activity. For example, in
GETFOL [1], FOL [2] and LCF {3] it is neither easy nor natural to write a proof
strategy for quantifier-free formulas basing on the rules provided by such systems
(analogous to the rules for system of classical Natural Deduction as described in
D).

])A way to tackle this problem is to enrich the basic deductive machinery of
the interactive theorem prover with complex decision procedures [5, 6, 7}. For
example, in the GETFOL system we have implemented a hierarchical and modular
structure of pracedures which can be either invoked individually or jointly with
the others [8, 9, 10]. At the top of the hierarchy there is a decision procedure for a
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sat of formulas which can be reduced to the class of prenex universal-existential
formulas {UBE-formulas)! via finitely many application of truthful preserving
rewriting rules.

Two are the main advantages of incorporating such a reduction process in
an interactive theorem prover. First, supposing a decider for UE-class is already
available (as in the GETFOL system), it significantly enlarges the class of formulas
which can be proven through a decision process {sse theorem 9). Second, in some
cases the reduction process makes the resulting formula easier to prove (see ex-
ample 1}. This paper provides both a presentation of the theorctical properties of
such a reduction process and a brief discussion of its implementation. While the
former should give evidence of effectiveness of the procedures the latter should
act as 2 more precise guideline for the understanding of how it is mechanized.

The procedures described in this paper have been implemented and are cur-
rently available inside the GETFOL system [i]. We want to recall that GETFOL
provides the user with a set of inference rules which are very close to those of
Natural Deduction [4]. In proving a theorem, it 1s possible to use only decision
proceduxes {e.g. if the goal exactly matches the applicability conditions of the
decision procedure}, or to mix the application of inferences rules and decision
procedures (e.g. for proving some sub-goals), or tc use only inference rules {¢.g.
if decision procedures are not applicable or effective encugh).

2 Eniarging the class of solved formulae

Consider the sct § of rewriting rules (from now on S-rules) expressing the
well-known propariies of assochativity, commutativify and distributivity of the
propositional connectives {Sp-rules) and the distrtbuativity of quantifiers through
propositional connectives {S;-rules). Many formulze not in UE-form can be re-
duced to UE-formulae by finitely many applications of §-rules. The raduce proce-
dure implements the notion of reducibility w.r.t. 8. However, we want to point
out that the notion of reducibility, upon which raduca has been built, is not
bound to any particuiar set of rewriting rules. Iience the same methodology we
used for building reduce can be used to build wew procedures relying on other
gets of rewriting rules,

The use of raduca greatly enlarges the class of formulae solved by the overall
system. Here some examples of S-reducible {to UE-form) formulae follow (If €
is a set of rewriting rules then wv¢ is the reducibility relation induced by £ and
¢ is the reflexive and tramsitive closure of —¢.)

! UE-formulas are formuiae not contaifiing function symbols and sech thal any wni-

_versal quantifier does not contain frec occurrences of existentially bounded variables
in its scope. The UF-clasa is the set 6f UE-iormulae. Obviously, the class of prenex
Universal)-Existeniial forrmulae not containing fupctisrn symbol is conrained in the
UR.class.
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Ezample 1.
(1) 3z.¥y.(P(z, a)V R(y)) —s, 3.(P(2,a)VVy.R(y))
(2) 3z.¥y.Iz.(P(z, 2)VP(y, 2)) v=s, Jz.Vy. (32, P(x, 21)VI22. Py, 22))

s, 3x.(I1. Pz, 21)VVy.3z2. Py, 22))

(3) I Vy. (P, a)VQ(2)VQ(Y)) s, Iz ¥y ((P(y,a)VQR(¥))VQ(z))
—s, 3x.(Vy.(P(y, a)VQ¥))VQ(2))

(4) 329y 32.((P(y, HAQ(2)AQ(2)) —s, Ir ¥y.32.((P(y, )AQ(2)AQ(z))
s, F0.9y.(32.( P(y, 2)AQ(2))AQ(2))
s, 32.(¥y.32.(P(y, HAQ(DAQ())

As the formula (1) in example 1 shows, the idea is to try to reduce the scope of
universal quantifiers till they no longer contain free occurrences of existentially
bounded variables. Formula {2) shows that in some casc it is necessary also
to consider the rules for pushing existential quantifiers. Formulas (3) and (4)
evidence that in some cases to reduce the scope of an universal quaniifier we
have (first) to apply rules for a propositional manipulation of the matrix of a
quantifier.

2.1 Basie definitions and theorems

This section is devoted to formally state and prove siandard properties (i.e.
noetherianity and confluence {11]) of the rewriting rules which we have informally
spoken about. In order to provide a precise account of the rewriting rules used
by reduce and to discuss their formal properties we introduce some notational
conventions and definitions. «(z) denctes a formula in which there is at least
one free occurrence of the variable z. afz] denotes a formula in which there is
no [ree occurrences of 2. () and ' stand either for ¥ or for 3. If @ =V, then
o=Aand + =V If @ = 3, then o =vand + =A

Definition 1 minimality. A formula 8 is minimal w.r.t. (@, z} if and only if
satisfies one of the following clauses:

(i)  is a literal in which x occurs free,
(i) B = Qy.y{(z), with v minimal w.r.t. (@, v},
(i8) 2 = (v(z) + 8(z)) with v, 6 minimal w.rt. {Q, z).

A formula & is minimael if and only if each subformula Q.8 of o is such that 8
is minimal w.r.t. (Q, z}.

Definition 2 normalization. A formula 3 is noermealized w.ri (@, z) if and
only if satiafiez one of the following clauses:

(i)  is minimal w.r.t. {Q, z},
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(it} B = Bz} (B does not contain free occurrences of z),

(itt} f = (vo8) with 4, § normalized w.r.t. {Q, z),

{iv} B = (y[r] + &) with é normalized w.r.t. {Q, z) {note that by clanse
{f} v is normalized w.r.t. (@, z}).

A formula o is normalized if and only if each subformula Qz.£ of o iz such that
B is normalized w.r.t. {(, z).

‘We also say that @ = {v¥(z) + #) is a iop normalizable formula w.ri. (@, z}
if and only if v énd & are normalized w.r.i. {QQ, #} and & is not normalized
w.r.t. {Q), 2} _

Given a foerntula av, £ is a top normaelizadle formula® if and only if there exists
{Q, z} such that:

(¢}  fis a top normelizable formula w.r.t. {Q, =),
(it} descending & construction tree, {Q, x) are the last quantifier symboi
: and bound variable thai we meet before 5.

The rewriting rules used by reduce are listed in table 1. In the following we
will refer to the sets of rules {{1} — {8)}, {(1) — (3}} and {(4) — {8}} by &, S&;
and §, respectively. Notice that no rule in § is applicable to 2 minimal formula
and that no rule in &; is applicable to 2 normalized formula, The following swo
theoterns establish the noetherianity and confluence of §, 31 and 8.

1) Qz.afz] o |

jc Qz.(a 0 B){z) 1 (Qr.cvo Qz.)
)| Qs(afz]+ 8(z)) — (os} + Qr.A())
(4) {o(z) + Blz]) ~ (B[s] + (=)

()((alz] + B(z)) + 1(z)) = (ale)+ (Blx) + Hz))) |
6)] (a0 8)(z) + 7)) = (& +4(z)) 0 (B+ ()
(Dilalz) + (B8] + 1(x)) = (Bla]+ (a(x) + v(x)))
#)  (@(z)+ (00 1){z)) = ((2(z} + B) o (alz) & 1)

Restrictions:
o In rules {(4) - {8)} the left hand side mnst be a top normalizable formula.
# In mmles {(7). (8} o must be minimal w.r.t. {Q, z}.

Table 1. The rewriting rules

“ Moze precisely, we should say “lop nermefizeble formule occurrence in a”.
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Theorem 3. 8,8}, 83 are noetherian.

Proof. For any formula o, define F{e) to be the cardinality of the set of proper
subformulae in the scope of a quantifier in «. As result of an application of one
of the rules in {(1) — (3)}, @ — o' and F(&’) < F(«). Hence S; is noetherian
since {(1) -~ (3)} can be applied only finitely many times to a formula. For any
formula o, define C(a) to be the cardinality of the set of proper subformulae of a
top normalizable formula in o. Also note that to any top normalizable formula,
one of rule in {{4) — (8)} must be applicable. If a’ is the formula obtained
by applying such a rule then €{¢’) < C(a}. Hence also 83 is noetherian since
{(4) — (8)} can be applied only finitely many times. S is noetherian since, if we
define G{a) = (F(a)} + 2 x C(«)) then the application of the rules in & makes G

to decrease.

In defining G{«), we give a different weight to (o) because if we apply rules
(6) or (8), F(a) can increase. With such weights, even for such rules, G(a) is
strictly decreasing.

Theorem4, §,8;,82 are confluent.

Proof. Tt is sufficient to notice that there are no critical pairs in &, i.e. no two
(variables disjoint) rewriting rules (4 v 1}, (I = r3) such that any (non vari-
able) sub-term of {; is unifiable with ls. Ilence, also 81, S; are trivially confluent.

2.2 Tormal results about reducibility

We are now ready to discuss the properties of § with respect to the problem
of reduring formulae in UE-form. As already said, the UE-reducibility of fairly
wide classes of formulae is proved (theorem & and corollary 10). Such a result is
a consequence of theorem 8 which states that indefinite applications of the rules
in & have the effect to reduce the input formula to an equivalent minimal one.
An effective way to accomplish such a reduction process is to recursively descend
the formula tree and then apply the rewriting rules in a bottom up fashion (see
procedure S-normalize in figure 1) exploiting the foliowing facts:
s literals, conjunctions and disjunctions of minimal formulae are minimal,

+ a minimal formula occutring in the scope of “Qr” can be rewrilten imto
a normalized formula w.r.t. {Q, } by applying the rules in §» (procedure
S2-normalize - lemma 7),

» A normalized formula {wrt {Q, z)) can be turaed into minimal form by
application of the rules in 8&; (procedure Si-norralize - lemma 5).

The S-normalize procedure, given the Si-normalize and S2-normalize
procedures, {whose implementation is omitted for lack of space) has the effect
to reduce the input formula v in minimal form. Before formally enunciating and
proving theorems, the following example justifies the initial claim that in some
cases the reduction process makes the formula easier to prove.
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(BEFLAM S-normalize (¥)
(IF (LITERAL o} w
({IF (CTRI &2
(sxapd (S-normalize (wff-get-1f w)) (S-norua]1ze (Uff-get-rt wI))
{iF {DI3I w)
(aker {S-normalize {wff- get -1f ®)) (S-normalize {(¥ff-gei-ri #)))
(IF (QUL\THFI‘ ¥}
{St~nsrralize
($Z-normaliza
{mkquaniaff {quantof ») (bvarof w) (S-mormalize {matrix w))}})
(EREMESS "wff not in negative normal form”)))}))

Fig. 1. The $-normalize routine.

Ezample 2. Psoblem 29 from [12].% The Tormuls to be proven is:

(I F(£)A32.G(2)) = (Ya.(F{z) — H(z)) AV2.(Glz) — I (2))) >
(V2 9y (P23 AC() = (H (2)AT@I))

Applying reduce we get:
((Fe. Fle)A32 . G(e)) = ({(Vz.(Flz)— H(m))/\V:B (Glz)—=J{z))—

(Fr.G(z)—Va(F (2) —~ H{z)
(@ F )= Y2.(Gla)~ T (z))))

which can be proven using only propositional argumentations. For example,
mapping sach quaniified formula into 2 distinet propositional letier, we obtain

({AAB) = ({CAD}) = {{ H—-sC),, (A~ DY
which is ;a tautology.
The following T are needed to make the proof of theoremn 8 easter.
Lemmalb. [fa is nermalized w.r.i. {§, z) then Qz.a <5, F with § minimal.

Snch a lemma easily foilows from the definitions of formula normalized wrt
(@, =) and of minimality.

Lemmad. If o is a {op normalizable formuls w.r.1.(Q, 2) then Qz.o Sy,
Qz.of with o' normalized w.r.i. {Q, z). '

3 T this example it is attributed a difically of seven points out of ten. In order te

make the example casier to [ollow, we do noi translate the formula in negative zormal
form and suppose that reduce exploits alse the rales for the implication. In any case,
such rules can be easily derived from those Bstsd in table 1.
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Proof. By induction on the number of subformulae in a {B(a)). (Tc simplify
the presentation we consider the case @ = V). By definition of top normalizable
formula, & = {#(x)V+y), with 8, ¥ normalized w.r.t. {V, z).

(B(e) =3). a = (P(z)Vv R[z]) with P(z) and R[z] {distinguished) literals. By
rule (4} Vz.(P(z)V R[]} — VYz.(R[z]V P(2)).
{B(a) = m + 1). By cases:
- B is minimal w.r.t. (¥, z}. ¥ cannot be minimal w.r.t. {¥, z) {otherwise
also « is minimal and hence normalized).
(a) g’(y)): ¥[z], by applying rule (4) Yr.(8(z)Vy[z]) — Ve.(v[z]V
x)).

(6) Iy = (nAp)(x), by applying rule (8) Yz.(B(x)V(nAu)(z)) —
Yz.((B(z)vAN Bz )vy)). Since maz {B(3(z)vn), B(B(x)Vu)} <
B{(A(z)V(nAp)) then, by inductive hypothesis, both (3(z)vy)
and (3(z)vp) can be normalized. Then ((B(z)vqIA(F(z)v )
and hence o are normalizable.

(¢) Ify = (nlz]V pu(z)), by applying rule (7} Vz.(B(z)V (y[z] Vv
w(z))) — Ve (nlz]v(B(z) V g(z))). Since B(B{z)V u(z)) <
B{A(zM(n[z]vu(z))) then, by inductive hypothesis, (3(z Vu(z))
is normalizable. Then (n[z]v(8(x)vu(z))}) and hence « are nor-
malizable.

Notice that this includes also the case in which 8 = @’y.y since 8 = Q'y.y
normalized w.r.t. (2, £) means that it is also minimal w.r.t. {Q, z}.

- Analogously, if 3 = (nAg)(z) we can apply rule (). If 8 = (y[z]Vu(z))
we can apply rule (5). In both cases, the top normalizable formulae in the
resulting formula are normalizable for the induction hypothesis.

Lemma?7. For eny minimal formula o and peir (Q, z) Qr.a s, Qz.of with
of normalized w.r.i. (@, z).

Proof. By induction on the number of subformulae in « (B(a)).

(B(a) = 1). ais aliteral. Then « is normalized w.r.t. {Q, } for any (@}, z}).
(B(e) = m + 1). We know, for the induction hypothesis, that for any minimal

formula g such that B(#) < m, § can be normalized w.r.t. any pair (@, z}.

By cases:

- a = (Bov) By inductive hypothesis Qz.3 s, Qz.f' and Qz.y s, Qz.y
where @, 7' are normalized w.r.t. (@, £}. Hence Qz.(Boy) s, Qz.(F 07")
with B’ o ¥ normalized w.r.t. {(}, 2).

- & = (# + 7). By inductive hypothesis Qz.8 +~5, Qz.8 and Qzr.y &35,
Qz.v' where #,+" are normalized w.r.t. {2, z). Hence o = (' + ¥') is
either normalized (e.g. 8 = #[z]) or a top normalizable formula wrt
(@, z). In this last case, Qz.(# + ¥') can be normalized by lemma 6.

- & = Q’y.8. Since o is minimal, then it is also normalized wrt any (@, z).

Theorem 8 minimality of § normal form. If o vsgs 3 then 8 is minimal.
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Proof. By induction.

(o literal). o <s @ and o is minimal.

(o = (B o )). Withe € {AV}. For the induction hypothesis, § s §' and v vog
~ with @ and 7' minimal. Hence o = (2 4) +os (# o'} with (& ¢ 4"}
minimal. .

{a = Q2.8}. For the induction hypothesis, # r+s # with  minimal. By Jemma 7
B vz, ¥ with 87 normalized w.r.t. {Q, z}. By lemma b Qz.8% vg, £
with 7 minimal. Hence Qz.8 r+s 5 with 5% minimal.

We say that a formula o is S-reducible to UE-form {for short S-reducible)
if and only if @ w3 & and § is a UBE-foirnula. Obviously a UE-formula is 8-
reducible: - R :

The following theorem, while providing a syntactic characterization of a
subset of S-reducible formulae, should give svidence of the fact that the set
of S-reducible formulae is fairly wide. Let ¥x.¢ (3y.6) stands for Yz; ... 2,.4
(31 ...95.¢) for any r,s > 1.

Theorem ?. Let a = Yy, 3x, ... ¥y;3x; .. .'ﬁ’yﬁ_m &, If @ is ¢ guentifier-free
Jormula suck that each lileral contains no variables in yi end in x; with k <1,
or in x3, and in x; with k # 1, then o 1s S-reducible to TE-form.

Proof. Bj induction on =.

{n=1). aos o' Since a is 2 UE-formula, also o is.

(n=m3+1). o = ¥y,3x,.3 where 8 = ¥y, 3%, ... V¥13x;.9. For the induc-
tion hypothesis 2 .l,',_j A" with £ in UE-form and (by theorem 8) minimal.
From wminimality it follows that there are no {ree occurrences of variabies
in X, in the scope of any quantifier in.5'. (In ¢ and hence also in ' each
litera] containing x» does not contain other bound variables but those (even-
tually) in y,}. Since §# is in UE-form aiso Yy, 3xa..0 is in UE-form. Hence,
by finitely many applications of the rules in &, o can be rewritien into
Yyodx, 8. Finally Vy,3x,.8 s o’ with o’ in UE-form.

As an immediate consequence we have that the monadic ciass together wilk
two other classes are 5-reducible to UF-foriy and hence decidable.

Corcllary 108, The ciasses of
e monadic formulae, _
o formulae in which predicaies contains at most one hound varighle,

o formulae tn which each predicates either conlains no ezistentielly dound
variables or, if il contains one, il is ihe only bound variable # conlains,

ave S-reducible to UE-jorm,

However there are formulae which are S-reducibie and are not in the class
specified in theorem 9. The formuia 3z.¥y.32.{Plz, 2)V P(y, z)) {formula num-
ber (2} in example 1) is a proof of this fact. On the other hand, a slight varia.
tion of & S-reducible formula may not be S-reducible. For example, the formula
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de Vy.dz (P(z, 2)AP(y, 2)) turns out not to be S-reducible. So far, we have failed
to find a simple syntactic characterization of the class of S-reducible formulae,

3 Conclusions and future work

We have proposed a set of rewriting rules which are noetherian, confluent and
greatly enlarge the set of formulas which can be proved by a decision procedure
{for UE-formulas. Example 1 shows also that in some cases the formula result of
the reduction process is easier to prove.

We want to emphasize that in this paper we have studied the reducibility to
the UF-class given the set § of rewriting rules. However, the same methodology
applies w.r.t. any other (decidable) class and set of rewriting rules. In the future,
we plan to extend the above results to other decidable classes maintaining the
same set of rewriting rules.
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