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Preface 
Parallel computer architectures are now going to real applications! This fact 
is demonstrated by the large number of application areas covered in this book 
(see section on applications of parallel computer architectures). The applications 
range from image analysis to quantum mechanics and data bases. Still, the use 
of parallel architectures poses serious problems and requires the development of 
new techniques and tools. 

This book is a collection of best papers presented at the first workshop on two 
major research activities at the Universitiit Erlangen-Nürnberg and Technis­
che Universitiit München. At both universities, more than 100 researchers are 
working in the field of multiprocessor systems and network configurations and 
methods and tools for paraUel systems. Indeed, the German Science Founda­
tion (Deutsche Forschungsgemeinschaft) has been sponsoring the projects under 
grant numbers SFB 182 and SFB 342. Research grants in the form of a Sonder­
forschungsbereich are given to selected German Universities in portions of three 
years following a thoroughful reviewing process. The overaU duration of such a 
research grant is restricted to 12 years. The initiative at Erlangen-Nürnberg was 
started in 1987 and has been headed since this time by Prof. Dr. H. Wedekind. 
Work at TU-München began in 1990, head ofthis initiative is Prof. Dr. A. Bode. 
The authors of this book are grateful to the Deutsche Forschungsgemeinschaft 
for its continuing support in the field of research on paraUel processing. 

The first section. of the book is devoted to hardware aspects of parallel systems. 
Here, a number of basic problems has to be solved. Latency and bandwidths 
of interconnection networks are a bottleneck for paraUel process communica­
tion. Optoelectronic media, discussed in this section, could change this facto The 
scalability of paraUel hardware is demonstrated with the multiprocessor system 
MEMSY based on the concept of distributed shared memory. Scalable paraUel 
systems need fault tolerance mechanisms to garantee reliable system behaviour 
even in the presence of defects in parts of the system. An approach to fault 
tolerance for scalable paraUel systems is discussed in this section. 

The next section is devoted to performance aspects of paraUel systems. Analyt­
ical models for performance prediction are presented as weU as a new hardware 
monitor system together with the evaluation software. 

Tools for the automatic paraUelization of existing applications are a dream, but 
not yet reality for the user of paraUel systems. Different aspects for automatic 
treatment of parallel applications are covered in the next section on architectures 
and tools for parallelization. Dynamic load balancing is an application transpar­
ent mechanism of the operating system to guarantee equalload on the elements 
of a multiprocessor system. Randomized shared memory is one possible imple­
mentation of a virtual shared memory based on distributed memory hardware. 
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VI 

Finally, optimizing tools for superscalar, superpipelined and VLIW( very long 
instruction word)-architedures already cover automatic paraîlelization on the 
basis of individual machine instructions. 

The section on modelling techniques groups a number of a~tides on different 
aspects of object oriented distrib;J.ted systems. A distributi.on language, mem­
ory management and the support for types, classes and inheritance are covered. 
Fom"la} description techniques are based on Petri nets and algeb:aic specification. 

Finally, the section on applications covers knowledge based image analysis, dif­
ferent parallel algorithms for CAD tools for VLSI design, a parallel sorting al­
gorithm for paTalld data bases, quantum mechanics algorithms, the solution of 
partial differential eqnations, and the solution of a Navier Stokes solver based 
on multigrid techniques for tluid dynamic applications. 

Erlangen and München, March 1993 

Arndt Bode 
Chairman SFB 342 

Mario DaI Cin 
SFB 182 

Hartmut Wedekind 
Chairman SFB 182 
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Optoelectronic Interconnections 

Johannes Schwider, Norbert Streibl, Konrad Zürl 
Physikalisches Institut der Universitiit Erlangen-Nürnberg 

Staudtstr. 7, D-8520 Erlangen, Germany. 

1 Bandwidth 

The overall performance of data processing machines can be increased in two 
ways: (i) by using faster system docks and (ii) by using parallel systems consi­
sting of a multitude of interconnected processing elements. In the near future 
central aims of information technology are the development of terafiop (10 12 

fioating point operations per second) supercomputèrs and switching networks 
for telecommunications with terabit bandwidth. 

With an acceleration of the system c10ck alone both of these aims cannot 
be achieved. A data processing system contains three basic functions: (i) active 
combining and switching of data, (ii) passive transport of data and (iii) storage 
of data (which often is implemented by fiip-fiops, that is by active devices). In 
quantum-electronics the fastest components are resonant tunneling diodes with 
a response, measureable for example by nonlinear frequency mixing, beyond 1 
THz [Sol 83]. These frequencies belong already to the far infrared region of 
the electromagnetic spectrum. The simplest circuit, a ring oscillator consisting 
of two connected active devices in a loop, runs at about 300 GHz [Bro 88]. 
Today somewhat more complex integrated circuits in GaAs-technology are in 
research with on the order of 30 GBitjs bandwidth. Still more complex high­
speed components, for example multiplexers and demultiplexers for fiber optical 
links with sorne 10 GBitjs are commercial. Modern digital telephone exchanges 
han dIe data with several hundred MBitjs. The characteristic data rate of a 
personal computer, determined by the time required for memory access, is on 
the order of 10 MBitjs. Consequently, one observes the trend summarized in 
table 1: Although ultrafast devices do exist, complex systems are necessarily 
slow. 

The reason are the fundamental electromagnetic properties of electrical in­
terconnections at high frequencies. If the wavelength of the electromagnetic 
radiation (associated with the frequency content of the signaIs to be transpor­
ted) and the length of the line have similar order of magnitude, a vast variety 
of problems arises. Efficient screening is required to prevent crosstalk through 
radiation. Standing waves, refiections and echoes occur unless ail lines are cor­
rectly terminated (which by the way is expensive in terms of energy). Impedance 
mat ching and 'microwave design rules' are required for splitting and joining si­
gnaI lines. As a consequence, the fastest standard bus system (FutureBus II) 
supports today only 100 MBitjs per line. 

On the other hand, optics is good at communicating informations. Recently, 
optoelectronical interconnections are an area of active research [Hase 84, Good 
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2 

Table 1: Complexity and speed of electronic systems 

System bandwidth number of parts 
resonant tunneling devices 3 THz 1 
ring oscillator 0.3 THz 2 
microwave IC (GaAs) 0.03 THz severa! 
telecommunications, supercomputer 0.0003 THz many 
personal computer 0.00003 THz cheap 

84, Kos 85, Berg 87, Sto 87, Cha 91, Die 92, Bac 92, Par 92J. Optical beams 
ca 11 freely cross through each other without interaction. Opties supports paral­
lei interconnections, either through fiber bundles or through imaging systems. 
Optocouplers are widely used for isolation and to prevent ground loops. Finally, 
with state of the art optoelectronic devices the heat dissipation at the beginning 
and the end of an interconnection can be very smal!, in contrast to the electro­
nie line drivers, that must be large in order to move necessarily large currents. 
Thus, the basic Impedance matching problem is alleviated by the use of opti­
cal interconnects [Mil 89]. Because performance or packing density (or both) 
}n modern electronics are limited by heat dissipation, the use of optoelectronics 
should yield definite advantages. 

Qver long dîst.ances and at high data rates optieal fibers have already sup­
planted electrical connections. The basic question of the research in optoelectro­
nic interconnections is: hoVi" short can optical interconnections be. and still offer 
advantages over electronics? ft seem fairly clear, that high performance systems 
will use optics for connections between modules and boards; lateron maybe even 
betw&'Jl hybrids and chips. On the other hand, an all-optical computer looks 
today as a worthwhilebut maybe elusive aim of basic research. 

2 ParalleHsm 

BasicaHy, parallel interconnections between a number of participants may have 
different dimensionality: Fibres (or wires) are one-dimensional connections. A 
printed circuit board, the wiring of gates on a chip or integrated opties offer 
essentially two-dimensional interconnections. The number ofbonding pads at 
the edge of a chip scales with the linear dimension, the number of gates with 
·che area. Therefore, quasiplanar interconnections cause a bottleneck·in a com­
plex system becallse much fewer connections are available than active devices. 
A good way out are three-dimensional interconnections through the 3D spaee 
above the plane, where the activedevices are located. Then the number of 
inte;rconnections and the number of devices Beale essentially in the same way 
with the area. A numerical exampleis worthwhile: If each channel requires 
300 I"m spaœ and a chip or a connector has a overall size of 1 cm, then with 
two-dirnenensional connections we obtain a parallelism of 32 channels/cm, but 
wjth three-dimensional connections 32 x 32 = 1024 channels/ cm2

• Hence, three­
dimensional interconnections support highly parallel systems. 
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3 

Table 2: Parallel interconnection topologies 

connection type #sources #receivers example schematic 
ordered point to point 1 1 wire bundle o----<l 

o----<l 
o----<l 
o----<l 

random point to point 1 1 switch fabric 0---0 

~ 
broadcasting, fan-out 1 N dock distrib. 

~ 
fan-in N 1 interrupt 

~ 
bus "{ N bus system 66666 

reconfigurable N N telephone CI 
Optical communications is used across'long distances, but in these applica­

tions usually only one line is necessary. The shorter the distance the higher is 
the required parallelism. Between subsystems and modules in a computer the 
interconnections are provided by a bus, which has on "the order of 100 parallel 
lines. Modern chip packages have several hundred pins, hence optical chip to 
chip interconnections are worthwhile only if a parallelism of on the or der of 1000 
lines is provided. Optical gate to gate interconnections become interesting only 
if sorne 104 - 106 gates can be 'wired'. 

As the degree of parallelism is increased, the data rate of the individuallines 
decreases: whereas a single fiber optical communications line might run at 20 
GBitjs, a bus system should run at the systems dock rate, that is on the order 
of sever al 100 MBitjs in a high performance system. Otherwise different docks 
must be used within a single subsystem for computing and out si de communicati­
ons, which is not practical in many cases. Also the cost for time multiplexing in 
terms of gate delays, space, heat dissipation and - last but not least - money 
is not negligible. 

Another important feature that may serve to c1assify interconnection systems 
is topology: As shown in table 2 there are a number of different parallel inter­
connection topologies which are increasingly difficult to implement. The simplest 
approach are ordered parallel point to point connections. The electronic imple­
mentation is a number of parallel wires, optically they may be implemented by a 
fiber bundle, a fiber ribbon cable or by an imaging system that images an array 
of light sources onto a receiver array. 

Somewhat more complicated are permutation elements, that is random point 
to point interconections. They allow to change the geometrical order in a bundle 
of parallel connections. Such permutations are required in many algorithms and 
therefore in many special purpose machines, for example in sorting and searching 
and therefore in switching networks and telep]:tone exchanges (packet switch), 
in fast data transformations such as the fast Fourier transform and therefore in 
signal processors. 
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~lultipoint interconnectÎon rnay allow (i) fan-out) i.e. broadcasting of a signal 
from one source to severa! receivers, or (ii) fan-in, i.e. the listening of one 
receiver into the signaIs transmitted by several receivers, or (iii) the combination 
of fan-out and fan-in, i.e. the sharing of a common communications !ine by 
several participants snch as a bus line. Finally, and most complicated, there are 
reconfigurable interconnections, where the 'wiring' of the participants can be 
changed. A crossbar or a telephone exchange are examples of sucb a connection. 

For all of these topologies optical implementations have been proposed in the 
past, see for example [Hase 84, Good 84, Kos 85, Berg 87, Sto 87, Cha 91, Die 
92, Bac 92, Par 92], someof which will be presented in the following. 

3 Optical backplane 

Optoelectronic interconnections between boards (distance x up to 1 m) and 
integrated circuits (distance xon the order of 1 cm) based on a light gui ding 
plate have been widely studied (for example: Hase 84, Brenn 88, Herr 89, Jah 
90, Haum 90, Cha 91, Par 92, Stre 93). They have been proposed to serve as 
'optical backplane' or 'optical printed circuit board'. Fig. 1 shows the basic 
optical setup for one single communication channel, which may be replicated for 
parallel (multichannel) interconnections. 

A thick plate of glass or polymer material is used to guide the optical signaIs. 
lt may be considered as an extremely mnltimodal waveguide or sim ply as free 

!- r 
eJectronic boa,ds 

1 

optical connectors 

op~ical connector optica! connector 

laser 
array 

field mirra; 

n 

detector 
array 

Figure 1: (a) Principle of a light guiding plate. (b) a curved mirror between 
the optical connectors on the light guiding plaie images the tmnsmitters onto the 
receivers. 
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5 

space 'filled' with transparent material. rts advantage in comparison to free 
space communication is that it acts as a mechanically weil defined base plate for 
the 'optical connectors' and at the same time protects the optical signais from 
external disturbances such as dust, air turbulence etc. Its advantage compared 
to single mode waveguides is that the required tolerances and the alignment 
problems are much less severe - at least as long as the detectors for the optical 
signais are not too small. 

A collimated beam from a semiconductor laser located on the optical connec­
tor is deflected by a grating by a large angle 'P, coupled into the light guiding 
plate, propagates towards the receiver via multiple.reflections, is coupled out of 
the plate by another grating at the second optical connector and detected by 
the receiver. Holographically recorded volume phase gratings in dichromated 
gelatine were reported to have excellent coupling efficiency (loss on the order of 
less th an 0.5 dB per coupler for slanted gratings with 45° deflection angle and 
740 nm period at 786 nm wavelength) [Haum 90J. Light gui ding is achieved with 
a loss on the order of 0.1 dB/cm. Point to point interconnections thus suffer 
from losses on the order of 3 - 10 dB, depending on the communication distance. 

The simple setup of fig. 1 a has two basic drawbacks: firstly, the beam is di­
vergent due to diffraction at the aperture of the optical connector, which severely 
limits the packing density for parallel channels; secondly, the deflection angle is 
a function of the wavelength, which has as a consequence tight tolerance require­
ments for the laser wavelengths. More specifically: For an interconnection length 
L = x / sin'P within a light guiding plate with refractive index n and for light 
with the wavelength ..\ in vacuo a beam diameter of at least dmin ~ (L..\/n)1/2 
is required in order to avoid excessive spreading of the beam by diffraction. 
Adjacent paraUel channels have to be separated from each other by a multiple 
of this minimum beam diameter dmin in order to avoid crosstalk. Thus, for 
board distances x of up to 1 m a packing density of not too much more than 10 
channels/cm2 can be implemented with reasonable signal to noise ratio. Such 
a low packing density is competitive with electronics only at extremely high 
data rates. Specifically it also prohibits the use of monolithically integrated and 
therefore densely packed laser and detector arrays. 

The chromatic aberration (grating dispersion) makes the deflection angles 
wavelength dependent and causes problems with 'aiming' the beams at the out­
put couplers. Fabrication tolerances, mode hopping and thermal drift may lead 
to significant differences in the wavelength of the individu"l semiconductor la­
sers. For a deflection angle 'P ~ 45°, which is preferred in or der to eliminate 
the effects of thermal expansion of the light gui ding plate, the distance of the 
optimum position of the coupler and the wavelength have the same relative de­
viation 8x/x ~ 28..\/..\. Hence, the cost for selecting and controling the laser 
wavelength for interconnection distances of up to 1 m is prohibitive. 

Both problems, diffractive broadening as well as chromatic aberration, can 
be overcome by imaging [Stre 93J. A field lens (or a mirror or a diffractive 
zone plate) between the optical connec tors can be used to image the apertures 
of the transmitters onto those of the receivers. Fig. lb shows the principle of 
such a parallel interconnection. The lasers of a laser array are collimated by a 
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6 

geometrically similar anay of microlenses, An addition al lens, whose function 
may be incorporated into the coupling hologram, images ail lasers onto one point 
of the light guiding plate, There the vertex of the mirror is located that performs 
the one to one imaging of the apertures of the microlenses and therefore acts 
as the fieldlens, At the receiver site a completely symmetrical setup is used 
to [ocus down onto the detectQrs, In practice the light guiding plate may be 
thinner than shown in fig, lb, if the light path is folded by multiple reflections 
as in fig, la, Fûr long intercpnnections a chain of several lenses may beused to 
relais the image. 

Imaging guarantees, that llght from each transmitter aperture is fpcused onto 
the receiver aperture independently from small errors 8<p in its propagation di­
rection - provided that the field lens is sufficiently large to catch the beam. 
Therefore the chromatic aberration of the grating couplers IS completely elimi­
nated by this design, AIso, the optical setup ls completely symmetrical, whieh 
eliminates all odd order monochromatic aberrations: specifically, the image is 
free from geometrical distortion, which is important for array operation. Mo­
reover, coma is cQrrected, whieh leads us to expect good image quality off axis. 
Hence, the size of the arrays and thus the number of possible paralleI channels 
may be significant. At the optical connectors the system is 'telecentric', whlch 
means that th", principal rays for aIl channels are parallel. Thus only the an­
gulilI alignment of the connectors ls critical, the tolerances for displacement are 
somewhat less severe. Also, the microlenses are used on axis which reduces ab­
errations of the focal spots on the detectors, A full design of the optical setup 
i8 given in [Stre 90] and includes aberration analysis. It ls shown theoretically 
for ail interconnection distances up to 1 m and practically in a feasibility ex­
periment for al). interconnection of about 20 cm length, that within a field (0= 
cross section of the opticaI connector) of 1 cm2 sorne 1000 opticaJ channels can 
be transmitted in paraUel, 

Figure 2: Bxpe-rirnenial seiup: Light guiding :oLaie connectoing two partic'panis 
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7 

4 Optical bus 

In a preceding section the difficulties of impedance matching at high data rates 
were mentioned that are incurred with a bus system having many taps coup­
ling signaIs in and out a common communications line. Consequently, at high 
data rates, beyond sorne 100 MBit/s star couplers, i. e. broadcasting topologies 
are employed instead of busses which is expensive. Also in mu ch slower sy­
stems, su ch as a multiprocessor, optical implementations of a bus is worthwhile 
because of synchronicity: optical interconnections easily allow to control propa­
gation delays down to picoseconds and are consequently very weil suited for the 
implementation of global synchronisation modules or dock distribution within 
a multiprocessor system. 

Bus lines are used in electronics to save complexity: instead of wiring N 
participants with (N2 - N)/2 individual communication hnes, they ail share 
one common bus hne. The power of each emitter has to be split into N parts 
for the N hsteners, which requires a multiple 1 : N beam splitter. Also each 
listener must receive power from N different emitters, which might or might not 
involve a second 1 : N beam splitting component. This beam combinat ion on the 
receivers involves basic physical questions [Krack 92] regarding the possibility of 
lossless fan-in in singlemode systems. In a free space optical system an overall 
theoretical efficiency of 1/(2N-l) compared to the absolute theoretical minimum 
of liN is achieved, if only one single beamsplitter is used for transmitters and 
receivers simultaneously [Krack 92]. Fig. 3 shows an optical implementation 
involving a Dammann grating [Damm 71] or a similar phase-only diffraction 
grating as multiple beam splitter. 

Each participant in a bus line has optical transmitters and receivers, and a 
fiber link transporting the optical signaIs from the electronic board to an all-

Multiple Bearn Splitter 

Transmitter 

0'0 Lens Darrrnann-Grating Lens 

Figure 3: Principle of an optical bus. 
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Figure 4: Fiber end plate for ,oupiing fibe,s ta an optical inteTCçnneci stage. 

optical interconnection stage. The libers end in a regular array in a fiber end 
plate. Fig. 4 shows a photograph of sucb a device. Tt Vias fabricat.ed by wet 
chemical etching ofV-grooves on both sides of silicon wafers in 100 orientation by 
using KOH. These grooves can be applied very accurately with rnicrolithographic 
precision. In a selfaligned assernbling procedure alternately a layer of fibers and 
a grooved silicon plate are stacked onto each other. Al! cornponents are glued 
together and the liber end plate is polished. In this way an accurate array of 
libers can be fabricated. 

The fibers aUow a rnechanically flexible coupling of many participants Ïnto a 
highly aceura.te optical system without putting tight geometrical constraints on 
the construction of the electronic system. Additionally it concentrates al! signais 
coming from different, possibly widely spaced participants within a tight volume 
which can be handled with a compact optical system: for example the end plate 
could have a size of 1 cm 2. FinaHy the fiber concentrator puts ail the signaIs on 
a weil defined place in the plate with small tolerances. By lIsing a telecentric one 
to one imaging system the end plates are imaged onto each other. \Vithollt the 
multiple beam splitter this imagingsystem would implement an ordered point 
to point connection. However, in the fUter plane a multiple beam splitter such 
as a Dammann grating or a similardevice is inserted, whose optical function is 
shown in fig 5. 

Such a grating has rectangular surface corrugations thai are fabricated by 
microlithographic methods. The component shown in fig. 5 was designed by 
using nonlinear optimization, its structure was plotted by using a laser beam 
writing system and it was etched iuto a fused silica substrate by using reactive 
ion etching [Hasel 92]. By performing a diffraction experiment it can be seen 
that one incoming beam of light is split into a multitude of bea.ms, that is the 
grating performs a fan-out. Similarly, since the optical system in fig. 4 is com­
pletely symmetric the multiple beam splitter performs at the same time a fan-in 
function. Consequently, at each outgoing fiber of the second endplate ûgnals 
of sever al input channels are. superimposed, as weil a.s the signal emerging from 
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Figure 5: Surface structure and diffraction pattern from a Dammann grating. 

each incoming fiber is distributed to several listeners. The grating implements 
a bus topology and serves as fan-out and fan-in element at the same time. 

5 Optical switching 

In telecommunications as weil as in multiprocessors a problem of central im­
portance is setting up reconfigurable interconnections. A switching matrix for 

N participants implemented as a crossbar requires N 2 switches, as weil as the 
ability of each line to drive N switches (~ fan-out). In spite of this scaling, which 
makes crossbars attractive only for a moderate number of participants optical 
Implementations have been proposed [Sto 87]. Massively parallel systems, such 
as a telephone exchange, require to build up complexity by combining a multi­
tude of (simple) components. Such a switching fabric is schematically shown in 
fig 6. 

Such multistage networks require much less switches than a crossbar, in sorne 
cases O(N log N), and have been widely studied [Feng 81]. Typically they consist 
of several stages with small cross bars (in the minimalistic case of the so called 
shuffle exchange network 2 x 2 crossbars are used) and permutation elements 
implementing a random wiring in between them. These global interconnections 
between stages are fairly long and densely packed lines which are subject to 
crosstalk and therefore weil suited for optical replacements. Holographie optical 
elements have been widely discussed for this purpose [Schw 92], fig. 7 shows the 
principle. 

In a demonstration setup for an optoelectronic switching network at the U ni­
versity of Erlangen holographie permutation elements were used in conjunction 
with 'smart detectors'. A minimal network consisting of three subsequent stages 
with four parallel channels was implemented. From a PC, which served to gene-­
rate the transmitted data and check the received data for bit errors, an array of 
lasers was driven to in je ct optical signais into the system. In the demonstration 
discrete lasers were used and by a geometrically similar array of microlenses 
collimated. In the near future it can be expecied that monolithically integrated 
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Figure 6: Mu/tistage switching network (alternating permutaiion/switch stages). 

arrays of microlasers become available :Cold 92]. The parallely collimated laser 
beams pass a holographie permutation element realized as volume holograms in 
dichromated gelatine. This components implements firstly the perfect shuffle, i. 
e. the global interconnection pattern between stages, and secondly it changes 
the cross-ilection by reducing the distances between adjacent channels. Thus the 
(large) pitch of the dis crete laser array is matched to the (420 j1m small) pitch 
of the receiver. 

As a receiver an opto-ASIC, i. e. a custom designed optoelectronic CMOS 
integrated circuit [Zürl 92J, was used as a 'smart detedor'. It contains photo­
diodes, analog electronic amplification, digital circuits for implementing 2 x 2 
crossbars and line drivers for e1ectronic output. The packet switching network 
was configured as a self-routing Batcher sorting network. This requires each 2 x 
2 crossbar to be able to extract its switch setting from the incoming data. For 
this purpOSe each node has a small finite state machine. Thus, the network does 
not require central controL The photodiodes on the opto-ASIe are an interesting 
part, because they do not belong ta a standard CMOS process. NBvertheless a 
good responsivity of 0.28 A/Vif can be achieved. After receiving and. switching 
the signaIs are transmitted into t.he next optical permutation element by means 
of the next laSer array. The complete setup is shown in fig. 8 

The demonstration was running at l MBit/s (limited by the PC-interface 
for data generation and measurement of bit error rate). It was possible to set 
arbitrary non-blocking signal paths up and to reconfigure them. 

In the long term light emitters (laser diode arrays) and receivers ('smart 
detectors') should be mounted as near to each other as possible. Obviously, 
today this can be achieved by building hybrid setups. Suitable projects are in 
research [Bac 92J. 
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Figure 7: Holographie permutation elements (a) principle (b) experiment with 
beams passing a facetted volume hologram visualized by fluorescence. 

Figure 8: Experimental setup for a selfrouting multistage shuffie-exchange net­
work with three subsequent stages and four parallel channels. 

In the future it is hoped that light emitters, receivers and digital electronic 
can be integrated on the same common substrate in a monolithic fashion. Such 
so-called 'smart pixels' would be a major breakthrough. The philosophy of 
smart pixels is to have many small electronic processing 'islands' having optical 
l/Os with optical connections between them. Optoelectronic switches, such as 
the one shown above, could be implemented in a compact fashion as chip to 
chip interconnections. By ad ding functionality to the switching nodes, very 
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soon powerful processors caB be envisioned. For example with the architecture 
similar to a multistage network, simply by giving each no de the ability to add 
incoming numbers and to multipiy them by a factor, a special purpose signal 
processor can be built. Tt could be used for Fourier transformation and other 
fast algorithms. In a similar approach (but with a different wiring diagram) 
other massively paraîlel computer architectures such as systolic arrays Of cellular 
automata could be implemented optoelectronically by using smart pixels [Fey 
92J. 

6 Conclusion 

Optoelectronic interconnections are useÎul in short range interconnections, for 
example within multiprocessor systems, for several reasons: 

• high bandwidth of each individual channel (in excess of 1 GBitjs) 

., high parallelism and packing density (in excess of 1000 channels/cm2) 

.. three-dimensional topology ",-l1d global interconnection patterns 

.. broadcasting, signal distribution and bus topoJogy at high speed 

e synchronisation because al! delays are exactly known 

.. no crosstalk along the line (only at the optoelectronic terminaIs) 

" isolation prevents ground loops 

'" high impedance devices reduce heat dissipation for communications 

.. hopefully: integration with eledronics tQwards 'smart pixels' 

Severa! examples for optoelectronic interconnections, namely an optical back­
plane, an optical bus and reconrrgurable optoeJectronic switches were presented. 
This survey was by no means complete but had a more exemplary character. 

In the literature there is not mueh doubt, that optieal interconnections will 
soon be useful within distributed systems, in multiprocessors and in telecom­
munications. On the other nand, all-optieal computers still require some major 
breakthrough in optical switching devices or logic gates. As Chavel [Chay 91] 
puts it: 'The only reason we can see at present ta talk about an optical com­
puter is not thot anyone might need it or that there is a visible advantage to 
it, but mther that nobody knows how much may still he expected fram progress 
in nonlinear optics and technplogy; iheonly reason we can see not ta provide 
optical interconnects ta computers, at least at the board ta board level is, thot 
electronic has a weil established intercQnnect technology and optics do es not, sa 
fhai meaningful practical issues Tike r!!ggedness, alignment tolerances have not 
yet been adequately worked out. ' 
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