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Preface

Parallel computer architectures are now going to real applications! This [act
is demonstrated by the Iarge number of application areas covered in this book
(see section on applications of parallel computer architectures). The applicaticns
range from image analysis to quantum mechanics and data bases. Still, the use
of parallel architectures poses serious problems and requires the development of
new technigues and tools.

This hook is a collection of best papers presented at the first workshop on two
major research activities at the Universitat Erlangen-Narnberg and Technis-
che Universitat Miinchen. At both universitics, more than 100 researchers are
working in the field of multiprocessor systems and network configurations and
methods and tools for parallel systems. Indeed, the German Science Founda-
tion (Denlsche Forschungsgemeinschaft) has been sponsoring the projects nnder
grant numbers SFB 182 and SFB 342. Research grants in the form of a Sonder-
forschungsbereich are given to selected German Universities in portions of three
vears following a thoroughful reviewing process. The overall duration of such a
research grant is restricted to 12 years. 'The initiative at Erlangen-Niirnberg was
started in 1987 and has been headed since this iime by Prof. Dr. H. Wedekind.
Work at TU-Minchen began in 1990, head of this initiative is Prof. Dr. A. Bode.
The authors of this book are grateful to the Deutsche Forschungsgemeinschaft
for its continuing support in the field of research on parallel processing.

The firsl. section. of ithe book is devoted to hardware aspects of parallel systems.
Here, a number of basic problems has o be solved. Latency and bandwidihs
of interconnection nctworks are a bottleneck for parallel process communica-
tion. Optoelectronic media, discussed in this section, could change this fact. The
scalability of parallel hardware is demonstrated with the multiprocessor system
MEMSY based on the concept of distributed shared memory. Scalable parallel
systems need fault tolerance mechanisms to garantiee rcliable system behaviour
even in the presence of defects in parts of the system. An approach to fault
tolerance for scalable parallel systems is discussed in this section.

The next section is devoted to perlormance aspects of parallel systems. Analyt-
ical models for performance prediction are presented as well as a new hardware
monitor system together with the evaluation software.

Tools for the automatic parallelization of existing applications are a dream, but
not yet reality for the user of parallel systems. Different aspects for automatic
treatment of parallel applications are covered in the next section on architectures
and tools for parallelization. Dynamic load balancing is an application transpar-
ent mechanism of the operating system to guarantee equal load on the elements
of a multiprocessor system. Randomized shared memory is one possible imple-
meniation of a virtual shared memory based on distributed memory hardware.
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Finally, optimizing tools for superscalar, superpipelined and VLIW{very long
instruction word)-architectures already cover automatic parailelization on the
hagis ef individual machine instructions.

The secsion on modeiling technigues groups a number of articles on different
aspects of object oriented distributed systems. A distribution language, mem-
ory managernent and the sunport for types, classes and inheritance are covered.
Forma! description techniques are based on Petri nets and algebraic specification.

Finaliy, the seclion on applications covers knowledge based image analysis, dif-
ferent parallel algorithms for CAD tools for VESI design, a parallel sorting al-
gorithm for parallel data bases, quantum mechanics algorithms, the solution of
partial differentiz] equations, and the solution of & Navier Stokes soiver based
on multigrid technignes for luid dypamic applicalions.

Zrlangen and Mincaen, March 1933

Arndt Bode Hartmut Wedekind
Chairman 5FH 242 Chatrmean SFB 182

Mazio Dal Cin
SR 182
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Optoclectronic Interconnections

Johannes Schwider, Norbert Sireibl, Konrad Zirl
Physikalisches Institut der Universitat Erlangen-Nirnberg
Staundtstr. 7, 13-8520 Erlangen, Germany.

1 Bandwidth

The overall performance of data processing machines can be increased in two
ways: (i) by nsing faster system clocks and ({ii) by using parallel systems consi-
sting of a multitude of interconnected processing elements. In the near future
central aims of information technology are the development of teraflop (1012
floating point operations per second) supercornpulérs and switching neiworks
for telecommunications with terabit bandwidth.

With an acceleration of the system clock alone both of these aims cannot
be achieved. A data processing system contains three basic functions: (1) active
combining and switching of data, (ii) passive transporl of data and (iii) storage
of data (which often is implemented by flip-fiops, ihat is by active deviees). In
quantum-clectronics the fastest components are resonant tunneling diodes with
a response, measurcable for cxample by nontinear frequency mixing, heyond 1
THz [Sol 83]. These frequencics belong already to the far infrared region of
the electromagnetic spectrum. The simplest circult, a ring oscillator consisting
of two connected active devices in a loop, runs at about 300 GHz [Bro 88].
Today somewhat more complex integrated circuils in GaAs-technology are in
research with on the order of 30 GBit/s bandwidth. Stiill more complex high-
speed components, for example multiplexers and demultiplexers for [iber optlical
Iinks with some 10 GBit/s are commercial. Modern digital telephone exchanges
handle data with severa] hundred MBit/s. The characteristic dala rate of a
persenal computer, determined by the time required for memory access. is on
the order of 10 MBit/s. Consequently, one observes the trend summarized in
table 1: Although ultrafast devices do exist, complex systems are necessarily
slow.

The reason are the fundamental electromagnetic properties of electrical in-
terconnections at high frequencies. If the wavelength of the electromagnetic
radiation (associaled with the frequency conlent of the signals 1o be transpor-
ted) and the length of the line have similar order of magnitude, a vast variely
of problems arises. Elficient screening is required to prevent crosstalk through
radiation. Standing waves, reflections and echoes occur unless all lines are cor-
rectly terminated (which by the way is expensive in terms of energy). Impedance
matching and ‘microwave design rules’ are required for splitting and joining si-
gnal lines. Ay a conscquence, the fastest standard bus system (FuturcBus 1)
supports today only 100 MBit/s per line.

On the other hand, optics is good at communicating informations. Recently,
optoelectronical interconnections are an area of active rescarch [Hase 84, Good
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Tahle 1: Complexity and speed of slectronic sysiems

Systemn bandwidth number of parts
“resonant tu'ﬂneli"r:g devices 3 _ THz 1

ring oscillator 03 THz 2

microwave IC {GaAs) 0.03 THz several

telecommunications, supercompuler  0.000 3 THz many

personal eomputer G.0a0 03 THz cheap

84, Kos 83, Berg 37, Sto 87, Cha 91, Die 92, Bac 92, Par 92}. Optical beams
can freely cross througll each other without interaction. Optics supports paral-
iel interconuections, eilher through fiber bundles or through imaging systema.
Optocouplers-are widely used for isolation and $o prevent ground loops. Finally,
with state of the art oploelectronic devices the heat dissipation at the beginning
and the end of an interednnection can be very small, in contrast to the electro-
nic line drivers, that must be large in order io move ncecessarily large currents,
Thus, the basic impedance matching problem is alleviated by the use of opti-
cal interconnects (Mil 89]. Becanse performance or packing density {or both)
m modern electronics are limited by heat dissipation, the use of optoelectronics
should vield definite advantages.

Over long distances and at high data rates optical fibers have already sup-
olanted electrical connections. The basic question of the research in oploeleciro-
nic inlersonnections Is: how ghort can optical interconnections be and siilt offer
advantages over electronics? [t seemn fairly clear, that high performance svstems
will use optics for connections between modules and boards, lateron maybe eaven
between hybrids and chips. On the oiher hand, an all-optical computer looks
today as a worthwhile but maybe elusive ann of kasic research.

2 Parallelism

Rasically, parallel interconnections between a uumber of participants may have
different dimensionality: Fibres {or wires) are one-dinensional connections. A
printed circuit board, the wiring of gates on a chip or inlegrated oplics offer
essentially two-dimensional inlerconnections. Fhe number of bonding pads at
zhe edge of a chip scales with the linear dimension, the number of gates with
zhe area. Thercfore, quasiplanar interconnections cause a bottleneck in a com-
nlex system because much fewer connections are available than active devices.
A good way out are three-dimensional interconnections throogh the 3D space
above the plane, where the active devices are located. Then the nwnbor of
interconnections and the number of devices scale essentially in the same way
with the arca. A numerical exampie i worthwhile: If each channel requires
300 pin space and a chip or a connector has a overall size of 1 o, then with
iwo-dimenensional connections we obtain a parallelism of 32 channels/cm, but
with three-dimensional connections 32 x 32 = 1024 cha.unels/cmg‘ Ience, three-
dimensional interconnections support highty parallel systems.,
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Table 2: Parallel interconnection topologies

connection type Hsourees  fFereceivers  example schematic
ordered point to point 1 1 wire bundle g2
G2
o—D0
random point to point 1 1 switch fabric 2—=2
p ! M
broadcasting, fan—out 1 N clock distrib. -2
S
fan—in N 1 inlerrupt, e
==
bus N N bus systen TEELT
oA
oli I
sconfi ble N telephone A mm|
reconfigurable N . elephone mas|

Optical communications is used across long distances, bul in these applica-
tions usnally only oue line is necessary. The shorter the distance the higher 1s
the required parallelisin. Between subsystems and modules in a computer the
interconnections are provided by a bus, which has on-the order of 100 parallel
lines. Modern c¢hip packages have several hundred pins, hence optical chip to
chip imerconnections are worthwhile only if a parallelism of on the order of 1000
lines is provided, Optical gate to gate interconnections become interesting only
if some 10*  10% gates can be "wired’.

As the degree of parallelism is increased, the data rate of the individual lines
decreases: whereas a single fiber optical communications line might run at 20
GBit/s, a bus system should run at the systems clock rale, that is on the order
of several 100 MBit/s fn a high performance sysiem. Otherwise different clocks
must be used within a single subsystem for computing and outside communicati-
ons, which is not practical in many cases. Also the cost for time muluplexing in
lerms of gate delays, space, heat dissipation and — last but not least — money
18 nol negligtble,

Another immportant feature that mmay serve to classify interconnection systems
18 topology: As shown 1n iable 2 there are a number of different paratlel inter-
conneciion topologies which are increasingly difficult to implement. The simplest
approach arc ordered parallel point to point connections. The electronic imple-
tnentation 1s a number of parallel wires, oplically they may be implemented by a
fiber bundle, a fiber ribbon cable or by an imaging system thar images an array
of light sources onto a receiver array.

Sowewliat more complicated are permutation elements, that is random point
to point interconectfions. They allow to change the geometrical order in a bundle
of parallel connections. Such permutations are required in many algorithms and
therefore in many special purpose machines, for example in sotiing and searching
and therefore in switching neiworks and tclephone exchanges (packet switch),
in fast data transformations such as the fast Fourier transform and thercfore in
signal processors.
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Muitipoing intersonnection way aliow (i) fan-ous, Le. Droadeasting of a signal
froin one source to several receivers, or (ii) fan-in, fe. the lstening of one
recelver into the signals transmitted by several receivers. or {iii} the combination
of fan-out and fan-in, i.e. the sharing of a common communications line by
several participants such as a hus line. Finally, and most complicaied, there are
reconfigurable interconnections, where the 'wiring’ of the participants can be
changed. A crossbar or a telephone exchange are examples of such a connection.

For all of these topologies optical implernentations have been proposed in the
past, see for example [Hase 84, Good 84, Kos 85, Berg 87, Sto 87, Cha 91, Die
92, Bac 92, Par 921, some of which will be presented in the foliowing.

3 Optical backplane

Optoelactronic interconnections between beards (distance x op to ! m) and
integrated circuits (distance x.on Lthe order of 1 ¢m) based on a light guiding
plate have beer widely studied {for example: Hase 84, Brenn 88, Herr 89, Tah
90, Haum 90, Cha 81, Par 92, Stre 93). They have been proposéd to serve us
‘optical backplane’ or 'optical printed circuit board’. Fig. 1 shows the basic
optical setup for one single communication channel, which may he replicated for
parallel {multichannel) interconnections.

A thick plate of gluss or polymer material is used to guide the optical signals,
1t may be considered as an extremely multimodal waveguide or simply as free

b . . I
- slectronic boards *-ik
s

laser 7 o ¢ detector |
opiical conneciors —Ik g |
grating |

IRVAVAVAVAVAVAVERN

opiigal connector optical connector
S R
& A4 detector
HH i et
coilimator array array

coupler
L)

field mmirror

~ : ; R T N o ; ] o PRI NP

Tigure 11 ‘o) Principle of o Hghi gutding plate. [h) a curved FArTOT .,,Tfa.er.n
the optical ronnectors on the light guiding plate émeges the Iransmiticrs onte the
TECEIUETS,
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space ‘filled’ with transparent malerial. Iis advantage in comparison to free
space communication is thal it acts as a mechanically well defined base plate for
the ’oplical connectors’ and at the same time protects the optical signals from
external disturbances such as dust, air turbulence etc. Its advantage compared
Lo single mode waveguides is that the required tolerances and the alignment
problems are much less severe — at least as long as the detectors for the optical
signals are not too small.

A collimated heam from a semiconductor laser located on the optical connec-
tor is deflected by a grating by a large angle ¢, coupled into the light guiding
plate, propagates towards Lhe receiver via multiple reflections, 1s coupled out of
the plate by another grating at the second optical connector and detected by
the receiver. Iolographically recorded volume phase gratings in dichromated
gelatine were reported to have excellent coupling efficiency (loss on the order of
less than 0.5 B per coupler for slanted gratings with 43° deflection angle and
740 nm period at 786 nm wavelength) [Haum 901, Light guiding is achieved with
a loss on the order of 0.1 dB/cm. Point to point interconnections thus suffer
from losses on the order of 3 — 10 dB, depending on the communication distance.

The simple setup of fig. 1a has two hasic drawhacks: firstly, the beam is di-
vargent, due to diffraction at the apertirre of the optical connector, which severely
limits the packing density for parallel channels; secondly, the deflection angle is
a function of the wavelength, which has as a consequence tight tolerance require-
ments for the laser wavelengths. More specifically: For an interconnection length
L = z/sinp within a light guiding plate with refractive index n and for light
with the wavelength A In vacuo a beam diameter of at least dny, = (L}\j/n)u?
is required in order to avoid excessive spreading of the beam by diffraction.
Adjacent paralle] channels have to be separated from each other by a multiple
of this minitmum beam diameter dp;, 0 order Lo avold crosstalk. Thus, for
board distances x of up to 1 m a packing density of not too mnch more than 10
channels/em? can be implemenied with reasonable signal to noise ratio. Such
a low packing density is competitive with clectronics only at extremely high
data rates. Specifically it also prohibits the use of monolithically integrated and
thercfore densely packed laser and detector arrays.

The chromatie aberration (grating dispersion) makes the deflection angles
wavelength dependent and causes problems with “aiming’ the beams at the out-
put couplers. Fabrication tolerances, mode hopping and thermal drift may lead
to significant differences in the wavelength of the individual semiconductor la-
sers. For a deflection angle ¢ a 45°, which 15 preferred 1n order to ehminate
the cffects of thermal expansion of the light guiding plate, the distance of the
optimum position of the coupler and the wavelength have the same relative de
viation dz /e =2 204/A. Henee, the cost for selecting and controling the laser
wavelength for interconnection distances of up to 1 m is prohibitive.

Bolh problems, diffractive broadening as well as chromatic aberration, can
be overcome by irnaging [Stre 93], A (leld lens (or a mirror or a diffractive
zone plate} between the optical connectors can be used to image the apertures
of the transmitters onto those of the receivers. Fig. 1b shows the principle of
such a paraflel interconnection. The lasers of a laser array are collimated by a
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geometrically sirnilar array of microlenses. Au additional lens, whose function
may be incorporated into the coupling hologram, images all Jasers onto voe point
ol the light guiding plate. There the vertex of the yoirror is located that performs
the one to one imaging of the apertures of the microlenses and therefore acts
a8 the feld lengs. At the receiver site a completely svmmetrical setup 13 used
to focoy down onto the deteciors. In practice the light guiding plaie may be
thinner than shown in fig. th, if the light path 13 folded by multiple reflections
as in ﬁg. ta. For long interconnections a chain of several lenses may be used to
relais the image.

Imaging gnarantees, that light from cach transmitter aperinre is focused onto
the veceiver aperture independently from small errors fip in its propagation di-
rection  provided that the field lens s snfficiently large o catch the beam.
Therefore the chromatic aberration of the grating couplers is completely elimi-
nated by this design. Also, the optical setup is completely symmetrical, which
eliminates all odd order monochromatic aberrations: specifically, the image is
free from geometrical distortion, which is imporiant for array operation, Mo-
reover, coma is corrected, which leads us to expect good Image quality off axis.
Hence, the size of the arrays and thug the number of possible paraliel channels
may be significant. At the optical connectors the system is ‘telecentric’, which
incans that the principal rays for all channels are parallel. Thus only the an-
gular alignment of the connectors is critical, the tolerances for displacement arc
somewhat less severe. Also, the microlenses are used on axis which reduces ab-
arrations of the focal spots on the detectors. A full design of the optical setup
is given in [Stre 90} and includes aberration analysis. 1t is shown theoretically
for all interconnection distances up to 1 m and practically in a feasmibility ex-
periment for an interconnection of about 20 ¢m length, that within a field (=
cross section of the oplical connector} of 1 em? some 1000 optical channels can
be trapsmitted in parallct.
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4 Optical bus

In a preceding section the difficulties of impedance matching at high data rates
were mentioned that are incurred with a bus system having many taps coup-
ling signals in and out a comnion communications line. Consequently, at high
data rates, beyond some 190 MBit/s star couplers, i. e. broadcasting topologies
are employed instead of busses whick is expensive. Also in much slower sy-
stems, such as a multiprocessor, optical implemeniations of a bus 1s worthwhile
because of synchronicity: oplical intereonneetions easily allow to conirol propa-
gafion delays down to picoscconds and are consequently very well suited for the
implementation of giobal synchronisation modules or clack distribution within
a multiprocessor system.

Bus lines are used in electronics to save complexity: instead of wiring N
participants with (N2 — N)/2 individual communication Jines, they all share
ane common bus line. The power of each emitter has to he split into N parts
for the N listeners. which requires a multiple 1 : N beam splitter. Also each
listener must receive power from N different emitters, which might or might not
involve a sceond 1 : N beam splitting component. This beam combination on the
receivers involves basic physical questions [Irack 92] regarding the possibility of
Jossless fan—in in singlemode systemss. Tu a free space oplical sysiem an overall
theoretical efficiency of 1/{2N-1) compared to the absolule theorelical minipum
of 1/N iz achicved, if only one single beamsplitter is used for transmitters and
receivers simultaneously [Krack 92]. Fig. 3 shows an optical implementation
involving a Dammann grating [Damm 71] or a similar phase-only diffraction
grating as multiple bean: splitter.

Fach participant in a bus line has optical transmitters and receivers, and a
fiber link transporting the optical signals from the clectronic board to an all -

Mulliple Beam Splitter

Transmitler Receiver

Dammarn-Grating Lere

s
1. Tranarnitter

Figure 3: Principle of an opticol bus.



BIBLIOTHEQUE DU CERIST

1 1
1592 mp—
Pigtire 40 Fuber end plale for coupltng fbers to un oplical inderconnect siage.

optical inlerconnection stage. The fibers end tn a rogular array in a fiber end
plate. Fig. 4 shows.a photograph of such a device, [t was fabricated by wet
chemical etching of V-grooves on bouh sides of silicon wafers in 190 orientation by
using KOH. These grooves can be applied very accurately with mtcroiithographic
precision. In a selfaligned assembling procedure alternately a layer of fibers and
a grooved silicon plate are stacked onio each other. All components are glued
together and the fiber end plate 1s polished. In this way an accurate array of
fibers can be fabricated.

The fibers allow a mechanically flexible coupling of many participants into a
highly accurate optical system without putting tight geometrical constraints on
the construction of the electronic svstem. Additionally it concentrates all signals
coming from different, possibly widely spaced participants within a tight volume
which can be handled with 2 compact optical svstemn: for example the end plate
could have a size of 1 cra®. Pinally the fiber concentrator puts all the signals on
a well defined place in the plate with small lolerances. By using a telecentric one
to one intaging system the end plates are imaged onto each other. Without the
muiliple beam splitter this imaging system would implement an ordered point
to point conneciion. However, in the filter plane a muliiple heam splitter such
as & Uammann grating or a simitar device is inserted, whose optical function is
shown in fig 5.

Such a grating has rectangular surlace corrugations thai are fabricated by
nuerolithographic methods. The component shown in fig. o was designed by
using nonlinear optimization, its structure was plotted by using a laser beam
writing system and it was etched into a fused silica substrate by using reactive
ion elching [Haszel 92]. By poerforming a diffraction exporiment it can be seen
that one incoming beam of light is split into a multitude of beams, that is lhe
grating performs a fan-out. Sirnilarly, since the optical system in fig. 4 18 com-
pletely symmetric the muitiple beam splitier performs at the same time a fan—in
funetion. Consequently, at each outgoing liber of the scecond endplate signals
of several input channcls are superimposed, as well as the signal emerging from
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Figure 5: Surface structure and diffraction paticrn from o Dammann grafing.

cach incommng fiber is distributed to scveral listeners. The grating implements
a bus topology and serves as fan—out and fan—n clement at the same time.

5 Optical switching

In telecommunications as well as in inultiprocessors a problem of central im-
portance is setting up reconfigurable interconnections. & switching matrix for
N participants implemented  as a crosshar requires N° switches, as well as the
ability of each line to drive N switches {=: fan—out}. In spile of this scaling, which
makes crossbars attractive only for a nioderate munber of participants opiical
implementaiions have been proposed [Sto 87]. Massively parallel systewns, such
as a telephone exchange, require to build up complexity by combining a multi-
tude of (stmple) components. Such a switching fabric is schematically shown in
fig 6.

Such multistage networks require much less switches than a crosshar, in some
cases O(N log N), and have been widely studied [Feng 81]. Typically they consist
of several stages with small crossbars {in the minimalistic case of the so called
shuffie exchange network 2 x 2 crossbars are used) and permutalion elements
implementing a random wiring in between thern. These global inlerconnections
between stages are fairly long and densely packed lines which are subject to
crosstalk and therefore well snited for optical replacements. Holographic optical
elements have been widely discussed for this purpose {Schw 92], fig. 7 shows the
principle.

In a demonstration setup for an optoelecironic switching nelwork at the Uni-
versity of Erlangen holographic permuiation clements were used in conjunction
with ‘smart detectors’. A nunimal neiwork consisting of three subsequent stages
with four parallel channels was implemented. From a PC, which served to gene-
rate the lransmitted data and check the received data for bit errors, an array of
lasers was driven lo inject oplical signals into the sysiem. In the demonstration
discrete lasers werc used and by a geometrically similar array of microlenses
collimated. Tn the near future it can be expected that monolithically integrated
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Figure 81 Mullisiage switching network {alternating permulation/suiish stages).

arrays of microlasers become avatlable [Clold 92]. The parallely eollimated laser
beatns pass # holograpbie permuiation element realized as volume holograms in
dichromated gelatine. This components implements fivstly the perfect shuffle, 1.
¢. the global interconncetion patiern between stages, and secondly it changes
the crose section by reducing the distances between adjacent channels. Thus the
{large} pitch of the discrete laser array is matched to the (420 prn small) pitch
of the receiver.

As a receiver an opfo-ASIC, 1. e. a custom designed optoelectronic CMOS
integrated circuit [Zirl 92}, was used as a ‘sinart detector’. It containg photo-
diodes, analog electronic amplification, digital circuits for implementing 2 x 2
crossbars and line drivers for elecironic output. The packet switching network
was configured as a self-routing Batcher sorting neiwork. This requires each 2 x
2 crossbar to be able to extract s switch setiing from the incoming data. For
this purpose each node hag a sruall finite state machine. Thos, the network docs
not require central coniroi. The photodiodes on the oplo-ASIC are an inleresting
part, because they do not belong ta a standurd CMOS process. Nevertheless a
good responsivity of 0.28 A/W can be achieved. After receiving and switching
the signals are transautted into the next optical permutalion efement by means
of the next laser array. The complete setup is shown in fig. 8

The demonstration was running at 1 MBit/s (limifed by the PC-interfacs
for data generation and measurement of bit error rate). It was possible to set
arbitrary nop-blocking signal paths up and to reconfigure them.

In the long term light emiticrs (laser dinde arrays) and receivers (’smari
detectors’} should be mounted as near to each other as possible. Obviously,
today this can be achieved by building hybrid selups. Suitable projects arc in
research [Bac 92].
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Figure 7: Holographic permutation elements (a; principle (b) experiment with
beams passing a facetied volume hologram visualized by fuorescence.

Figure §: Expertmentol setup for o selfrouting multistage shuffle-erchange net
waork weth three subsequent stages and four parailel channels.

In the future it is hoped that light emitters, reecivers and digital electronie
can be integrated on the same common substrate in a monolithic fashion. Such
so-called “smart pixels” would be a major breakthrough. The philosoply of
smart pixels s Lo have many small electronic processing ‘islands’ having optical
1/0s with optical conneciions between them. Optoelectronic switches, such as
the one shown above, could be implemnented in a compact fashion as chip to
chip interconnections. By adding functionality to the switching nodes, very



BIBLIOTHEQUE DU CERIST

i2

soon powerful nrocessors can be envisioned. Tor example with ihe architecture
similar to a multistage netwark, simpiy by giving cach node the abillty to add
incoming numbers and to muliiply them by a facior, a spectal purpose signal
processor <an be buili. Tt could be used for Fourier transformation and other
fast algerithms. In a similar approach (but with a different wiring diagram)
other massively parallel computer architectures such as systolic arrays or cellular
antomata could ba implemenied opteelectronically by using smart pixels Fey
92].

6 Conclusion

Optoelecironic interconnsctions are useful in short range iatercannections, for

example within multiprocessor systems, lor several reasons:
e high bandwidth of each individnal channel {in excess of | Ghit/s)
¢ high parallelism and packing density (in excess of 1000 channels/em?)
¢ lhree-dimensional topology and global interconnection patterns

broadcasting, signal distribusion and bus topology at high speed

i

¢ zvichronisation because all delays are exactly known

e no crosstatk along the line {oaly at the optoclectronic terminals)

e lsolalion prevents grownd lcops

o high impedance devices reduce heas dissipation for communications
s Lopefully: imagr%tion with electronics towards ‘smart pixeis’

Several examples for optosicciroric inkereonnections, namely an oprical back-
plane, an optical bus and reconfignrable optoelectronic switches were presented.
This survey was by no means complete but had & more exemplary character.

fn the lizerature there is not rouch doubt, that optical interconnections will
goont be useful within distributed systems, in multiprocessors and in telecom-
munications. On the olher hand, all-optical computers still require some major
breskthrough in optical switching devices or logic gaies. As Chavel [Chav 91]
puts it: The only reason we can see ai present to talk about an sp¥ical com-
puier is not fhal anyone might need il or thal there 45 o wisible gdventage to
it, but ralher thal nobody knows how much may still be ezpecied from progress
in nonlineor optics and technology; the only reason we can see not fo provide
gptical interconnects to compuiers, at {east af the board to board level is, thal
electronte has o well estavlished inderconnect technology and oplics doss not, so
that meaningful practical issues ithe ruggedness, alignment toleromces hane not
yel been adequalely worked ouwl’





