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Preface 

Information retrieval is a field concerned with the structure, analysis, 
organizatiou, storage, searching, and retrieval of information. In recent 
years, this whole subject has received an increasing amount of attention 
from a growing proportion of the technically oriented population, not 
only because a simplification of the information handling problems 
becomes ever more urgent, but also because the use of modern computing 
equipment and sophisticated language processing methods appears to 
provide the necessary means for generating acceptable solutions. 

This book deals with the computer processing of large informa
tion files, with special emphasis on automatic text handling methods. 
Described in particular are procedures for dictionary construction and 
dictionary look-up, statistical and syntactic language analysis methods, 
information search and matching procedures, automatic information dis
semination systems, and methods for user interaction with the mechanized 
system. As such, the text includes clements of linguistics, mathematics, 
and computer programming. 
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vi PREFACE 

Although nOlle of the chapters requires more th an an elementary 
krwwledge of these background subjccts, thc book is addrcssed principally 
to reader~ who mar already have sOrne lmowledge of computer processing. 
It constitutes both a monograph for the professional practitioner verBed 
in goneral computer utilization and <1 textbook for the mathematically 
more mature students who may be enrolled in applied mathematics or 
computer science curricula or in one of the newly oriented schools of 
library science. 

No attempt is made to survey the maire field of library or informa
tion science; indeed, the text deemphasizes sorne of the more standard 
subjects such as the description of specialized hardware for information 
handling, However, the principal development~ in mochanized informa
tion procossing arc examined, and the methodH givcn reftect the present 
state of the art and indicate future trends. For the most part, the mate
rial is treated without reference to existing operational systems, and the 
theories and procedures that arc outlined may be applicable to many 
different computer-baged text processing systems. In certain ch!tpters-
lIotably 2, 3, fi, and 8-·· the experimental Smart document retrieval system 
serves for iIlustrative purposes. The Smart system is used because it is 
the only presently available, computer-based document retrieval system 
that incorporatcs sophisticated, fully auto ma tic information analysis 
procedures in addition to the usual search and retrieval capability, As 
such, the system may serve as an example of the developments likely to 
take place in the foreseeable future and as a cOllvenient vehicle for intro
ducillg automatic text processing systems. 

Chapter 1 is an introduction (0 information processing and also 
containH a surnmary of the Smart system operations. Chapter 2 covers 
manu al and auto matie procedures for the construction of a variety of 
dictionaries and thosauruses useful for the analysis and normalization of 
natural language texts; covered are word stern dictionaries, thesauruses 
providing synonym recognition, and various types of phrase dictionaries, 
Dictionary operations includillg setup, seareh, and updating are covered 
in Chapter 3. Statistical text processing methods are examined in 
Chaptcr 4, with emphasis on procedures for the generation of statistico,! 
term associations and for the construction of automatic tcrm and docu
ment classification systems. Syntactic language analysis operations are 
covered in Chapter ,5, including a variety of procedures for performing 
automatic syntactic analyses of incorning texts, as weil as phrase matching 
methods to be incorporated into automatic content analysis systems. 

Chapter 6 de ais with abstract models of the retrieval process and 
summarizes various att<lmpts at deriving theories of information re
trieval; the main emphasis i8 placed on algebraic models based on set 
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PREFACE vil 

theory. Practical retrieval operations are described in Chapter 7, includ
ing procedures based on partial searches of the stored collections as well 
as user-controlled iterative search techniques utilizing feedback informa
tion supplied by the users of the system. The evaluation of computer
based retrieval systems is covered in Chapter 8; the evaluation results 
presented are based on the manipulation of document collections in three 
subject areas: computer science, aerodynamics, and documentation. An 
attcmpt is also made to fore cast the design of future automatic informa
tion systems. Several different classes of auxiliary information services 
are described in Chapter 9, including systems for the production of index 
and abstract volumes and methods for the selective dissemination of infor
mation. Finally, Chapter 10 is devoted to an examination of retrieval 
systems based on the st orage of structured data bases in restricted subject 
fields. Various kinds of file manipulations of interest in management 
information systems are described, and the problems inherent in the 
design of automatic question answering systems are examincd. Future, 
conversation al on-li ne information systems are also described. Two 
appendixes coYer the detailed opcrating procedures used with the Smart 
system and give a selective bibliography. 

The various chapters can be examined independently of each other, 
and a selection best suited to the background and interests of individual 
readers can be made. A pertinent grouping for the mathematically 
oriented reader would inc\ude Chapters 4 to 8 and 10; for the reader 
intcrested in linguistics and natural language processing, Chapters 2, 3, 
5,7, !l, and 10 are of most interest. Either of these sequences could be 
used for an introductory onc-semester course in information organization 
and retrieval; the former selection has, in fact, becn used as part of the 
graduate curriculum in applied mathematics and computer science at 
Harvard and COl'nel! Universities, 

As usual, many people deserve credit for the work dcscribed in this 
volume. The author has profited from discussions with many colleagnes 
and friends at Harvard, CornelI, and elsewhere. The work of Professor 
Susumu Kuno of Harvard has greatly influenced the discussion on auto
matic syntactic analysis methods, and Cyril W. Clcverdon, Librarian 
of the Cranfield College of Aeronautics in England, has shaped the mate
rial on system evalllation through many days of joint work and mueh 
fruit fui interaction over several years. 

The Smart system wOllld never have been implemented without the 
exceptional competence and devoted work of J\fiehael E. Lesk, a graduate 
student at Harvard, who programmed mueh of the original system and 
kept the system going on the Harvard 7094 computer after the author 
moved to Comel! in 1965. FUlldamental contributions to the system 
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viii PREFACE 

were also made b~' Dr. E. IL Sussengnth, Jr., llOW at IB:\[ Corporatiou; 
Dr .. r. J, ltocehio, Jr., nowat Bellcomm Illcorporated; and E . .\L Kecu, 
now al the Collcge of Libmrialli'hip in Abcrystwyth, Walci', 

Several readers who saw the text prim to publicatiolJ made a nnmber 
of userul suggestions, illcluding Dr, Don H, Swanso!l, Dean of the Gmdu
ate Libmry Schoul at the Vaiver,ity of Chicago; :\h-,.;. D. Kathryn Weill
traub, also of the Grae!uatc Library School al Chicago; Professor Hobel't 
M. Hayes of the Imititlltc of Library Hp"eareh ilt the University of C>lli
fomia in Los Angeles; Herbert R. Koller of Leasco Systems and He,earch 
Corporation; and Professor]è, P, Brooks, Jr" of the Departmellt of Infor
mation Science at the Llliversity of ;Vorth Carolina in Chapel HilL 

Finally, the mannscript could not have necn preparee! without the 
a.%istance of :\Irs, :VIurgal'ct Dodd and :\11'8, Sally Gt'Ove who typed 
severa! drafts cheerfully and competently, 

To al! t hese illdividuals the author is deeply illdcbted for encourage
ment, guidance, and help, 

Gerard Salton 
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1 
Automatic Information Systems 

1-1 INTRODUCTION 

This book deals with the problems of scientific information in the modern 
world, including its gcneration and collection, its structure and organizar 
tion, its analysis, its storage and retrieval, and its dissemination. That 
there are substantial problems in the information field, everyone is agreed 
upon: More and more information is generated and put into circulation; 
the existing tools, classification schedules, and st orage arrangements are 
often inadequate, particularly in the newer fields; and it generally becomes 
more difficult and more expensive to get to know what one needs ta know. 

This situation is reflected in the variety of pressures on the admin
istrations of information handling organizations: Budgeting problems 
become more severe every year; staff positions are increasingly more 
difficult to fill, particularly in areas requiring specialized skills and know
how; and many of the intellectual probleInB appear intractable in the 
present environment. Some experts predict that it may eventually become 
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2 AUTOMAT1C INFORMATION ORGANIZATION AND RETRIEVAL 

,0 ollerous to locat,(> a "'>tnt",} item of informa/,Îoll as to di>3courage "veu 
lIIl attempt LO initiate 1\ 'carch: 

,\" each vj,it to tlte libmry :1d<1,-; (0 the "ceumul:tted lmnO,n1llCt:s 

of th" n,l'r \Yi/ltout prudllcing an aeccptably high yield of informa
tion, the eri,si, bcgins to display a11 omillous symptom: , , , users 
are ,t:1ying [tw"y from th(' library [IJl 

'l'hi" geueral climate has helped to foster the notion that ne\\' tech
nique" and modC'1'll computing equipment may be capable of alleviatiag 
and :,olving to SOIll(' extent the so-called "informat,ion problem." Rpe
ci/jeally, many peoplr> now believe th a,!, there exists the l'equired capacity 
10 "tore many d'Lta or document coneetions of interest, that procedures 
are available for ,umlyzing and orgllnizing the information in storagc, 
and that real-timp :,oHWltre and hardware can be used 10 ensure that 
the stored information is retrieved in respon8c to rcque,;ts fl'Olll a givcll 
liser population in a convcnicnt form and at littlc cost in time and effort, 

Dean Rhe!'a's <lpiniol1 is only one of many from within and without 
the libmry field: 

, .. thcrc appears to be very good reason for , . , the assumptioll 
that machines mn be bnilt whieh will relieve the scholar of much 
of the bunlen of bibliographie search, and that they will eventually 
be able to pro vide the precise information the user nceds wh en he 
nceds it . , . [2J. 

Such pronouncements mnst be counterbalanced by pointing out that the 
present rcality is not up to the promise, in that "the difficnlt analytical 
problems inherent in automatic information handling have so far limited 
the use of automatic techniques in information storage and retrieval to 
applic'1tious which never required much analytical judgment on the part 
of the humaus who formerly did the work [3]." 

Be that as it may, a variety of plans have been advanced for the 
establishment of fully Of partly mechanized information and library 
ccntcrs, and rceommcndations have been drawn up for the organiz!1tion 
of national Of international document handling systems [4, 5, 6J. 

This text, then, is an attempt to examine the principal teclmical 
and intellectllal problems arising in infofmation processing and to deter
mine the extent tn which they are amen able to solution by antomatic or 
semialltomatic methods. The structure and properties of scientific infor
mation are of principal COllcerll, as reflected in a semantic coatellt analysis 

1 Numhers in braekets indicate numbered references at the end of eaeh chapter. 
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AUTOMATIC INFORMATION SYSTEMS 3 

of the documents (but Hot a qualitative evaluation cOllccrniug their 
accumey, veracity, or concisencss) [7]. 

In man y ways, a study of the analytical aspects of scientific infor
mation in a mechanized environment must appear as a hopcless endeavor, 
becl1use sa many of the important theoretical problems arc unsolved. 
What exactly is the content or meaning of a docul1lE'ut" What are the 
Iingui~tic devices w;od to carry meaning', Tu what extcnt can individual 
words, or word groups, in a text be said to carry and maÎntain a wcll
detined, eontro]Jed meaning? How can Olle isolate the content-bearing 
units if they exist·? And sa on. 

Sinee the answers to these fundamental questions are unclear, it 
bccomes impossible to j ustify the text-ma.nÎpulating procedures intro
duced in this volume for purposes of content analysis other than as ad hoc 
devices. J n other words, although it iR rcasonable to describe mcthods 
sucb as statistical word associations or syntactic phrase generatioll and to 
cOllduct tests ta find out how weIl these mcthods opcrate in a retrieval 
environment, it is not possihle to conclude, cven for those procedures 
that appear to give a satisfactory performance, that they are esscntial 
in a content analysis system or to deline their exact role as part of such 
a system. 

In Întroducing many of the topics of interest in automatic informa
tion handling, it is necessary to ignore some of the theoretical problems. 
At the same time, many np-t(J-date auto matie techniques for analyzing, 
storing, correlating, searehing, and retrieving information can be exam
ined, and it can be shown that these techniques are fully equivalent in 
effectiveness to established manual methods. The present practice, 
which consists in restricting the mechanization to the file se arch only 
and in performing most of the in tellectual tasks of document and req uest 
analysis on a manual baais, may then appear n.s an Interim step that is 
not likely to be maintained in the information systems of the future. 

This text is concerned with the structure of information and with 
methods for storing word strings in such a way as to make them accessible 
most efficiently; with file search techniques and retrieval programs; with 
content analysis methods based on stored dictionaries as well ~~ on the 
statistical properties of written texts and on syntactic analysis procedures; 
with evaluation systems designed ta monitor the effectiveness of many 
of the proposed procedures; with anxiliary outputs of many scientific 
information activities, including indexes, abstracts. citation processing, 
and selective dissemination; and with question an8wering systems hased 
on restricted data bases of the type now considered for many management 
information applications. 

The treatment is ba.sed on clements of statistics, linguistics, algebra, 
and computer programming, bllt these topics are covered only to the 
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AUTOMATIC INfORMATION ORGANIZATION AND RETRIEVAL 

extent neecBsary to ml1ke the rcmaining material comprehensible. If and 
whcn " theory covcring scicntif-ic information aetivity is deveJoped, 
thcsc eJC'ments "re likely tu be incillded, in addit.ion to others yct to be 
developcd. 

In the remainder of this chapter, an information universe is bridly 
examincd, starting \Vith the generation of information and ending with 
its utilization by a variety of information hrmdling systems. Finally, 
an overview is given of the experimental, automatic Smart information 
storagc and ret.rieval system, sinee this system is later nsed as an aid in 
introducing sorm, of the topics to be cnvcred. 

1·2 INFORMATION DISSEMINATION 

An information dissemination system may be used to assist in and to 
eontrol, to sorne extcut, the generation, rccording, allaly~is, classification, 
storage, search, and retrieval of information. Information in this con
text may consist of data ikms, snch as faeLs or mcasurcmcllts, or it may 
consist of written texts, documents, books, summaries, abstracts, titlcs, 
and so on. The information dissemination process is best described in 
ter ms of thrcc main components: information gcneration, information 
processing, and information lltilizatioll. A stylized represclltation of the 
proccss is shown in Fig. 1-1. The first compollcnt, information gen
eration, cOl\sists of the stcps that arc neceHsary to put a manuscript illto 
final form for publication, including, in particular, allllegotiatioIls among 
authors, editors, revicwcl'B, publi~hers, and so on. This aspect of the 
information ftow j, presently Dot a part of any forrnalized system but is 

Fig. 1·1 Information generation and dissemination. 
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AUTOMATIC INFORMATION SYSTEMS 5 

handled by personal communication between the parties invo!vcd. In 
the chart of Fig. 1-1, the gencmtioll compollellt is represellted by the 
single box at the top of the fIgure. 

The pl'ocessillg componcnt on the second level is representcd by 
four main parts: composition and typesetting tasks necessary to issuing 
a manuscript in journal form; classification and content allalysis prior 
to introducing a document Înto an information store; abstracting and 
indexing to permit inclusion in a variety of secolldary publications; and, 
finally, reviewing and analysis tasks required for review purposes and 
for other special reasons. 

The user interaction component suggested on the third leve! of 
Fig. 1-1 comprises a variety of complicated interactions between a user 
population, a set of information dissemination media sueh as journals, 
bulletins, announcements, etc., and a Dumber of informaüon centers 
established for the purpose of aiding the communication process betwecn 
originators and users of information. 

At the present time, the various tasks that make up the information 
uni verse are performed to a large degree independently of each other
often without regard to the total picture. Thus, a manuscript is typed 
on a keyboard device by the author, and again during the typesetting 
operation, and again for Îndexing or abstracting purposes, and again in 
some instances prior to inclusion in a document storage center. Even
tually, one may expect that these related activities may be coordinated 
in su ch a way that duplications and overlapping activities are eliminated, 
for example, by basing ail input operations on a unique product derived 
from a single keyboarding operation. 

The information dissemination process Îs also complicated by the 
fact that at the present time a variety of orgarnzations take part in the 
various information activities whose function is often regarded as quite 
distinct. One can recognize at least three types of information centers 
as summarized in Table 1-1 [8J: 

1. Document deppts and libraries of various kinds whose function is to 
acquire and store selected materials and to make them available 
in several different forms to a user population 

2. Abstracting and indexing services, normally rcstricted in scope to 
certain subj ect areas, whose function includes specifically the prep
aration and dissemination of abstracts and indexes 

3. Information analysis centers charged with the study in depth of cer
tain subject areas and with the preparation of analytical studies 

Present plans for the integration of these several activities into a 
unified system are somewhat indefinite. Becausc of the existing eom-
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AU10MATIC INFORMATION ORGANIZAfiON AND RETRIEVAl 

Table 1·1 Types of information centers 

lnfonualion err/icI' 

Depot, and libraries 

Abstracting and 
indexing; servÎ!'c 

Information analysis 
center 

:\«quisition 
HtüI'u,ge 

Plln('(ùm 

I~eferen(~e searching 
Hetrieyul 
Ibrd ('opy OT microcopy 

dissPlllination 
Abstract, dissemination 
Preparation of bibliographies 

.:\.Nluisition 
Htorage (selective) 
Ahstrltet prcpar8tioll a.nd 

di!:1,scmination 
Index prepunt.lion and 

disscwination 

AequisitiOll 
Storagc (selective) 
Reference scarching 
Retrieval 
Answering of teehnical 

questions 
Preparntion and dissemination 

of analytical studies 

petcnces in mally organizations, it is often suggested that the established 
organizatiotls should maÎlltain their identity but should eventually be 
integrated into a netwOJ'k of information centers sueh that, from each 
point, access may be obtailled to ail available information [9, 10, 11]. 
Varions kinds of system blnepl'ints have been discussed, and some of the 
organizatiOlu1l questions have generated considerable heat-notably the 
problem of financing and the l'elated question of government vs. private 
control, as weil as the probleIl'lli of geographical distribution of centers. 

If a ullified system of information centers is, in faet, to be imple
mented, it is likely that sorne type of discipline ol'iented plan will initially 
be followed, first because seve raI docnment handling systems already 
exist for special subject areas with experiencc in their own field, and 
second because pilot operations arc more easily initiated if the coverage 
is limited and the procedlll'es properly circumscribed. In addition, sys
tems of regional cooperation will undoubtedly be initiated where orguniza
tions with large rewurces will offer services to smaller centers withill their 
region. 
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AUTOMATIC INFORMATION SYSTEMS 7 

1·3 INFORMATION SEARCH AND RETRIEVAL 

Because of their special importance in the present context, it is useful to 
describe in more detai! the operations that lead to the retrieval of stored 
information in answer to user search requests. In practice, searches often 
may be conducted by using author names or citations or titles as prin
cipal criteria. Such se arches do not require a detailed content analysis 
of each item and are relatively easy to perform, provided that there is 
a unified system for generating and storing the bibliographie citations 
pertinent to each item. 

When the search criteria are based in one way or another on the 
contents of a document, it becomes necessary ta use sorne system of con
tent identification, such as an existing subject classification or a set of 
content identifiers attached to each item, which may help in restricting 
the search ta items within a certain subject area and in distinguishing 
items likely ta be pertinent from others ta be rejected. In most of the 
semimechanized centers where the search operation is conducted auto
matieally, it is customary to assign ta documents and search requests 
alike a set of content identifiers, normally chosen from a contra lied list 
of allowable ter ms, and ta compare the respective lists of content identi
fiers in arder ta determine the similarity between stored items and 
requests for information. A simplified chart of the search and retrieval 
operations is shawn in Fig. 1-2 . 

. After assignment of content indieators-all operation usually con
dueted by humall subject experts-the assigned terms are normally vali
dated by comparison with an existing authority list. The acceptable 
terms assigned to the documents are then compared with the request 
terms, and logieal combinations of terms are generated for the system, 
capable of retrieving, for example, items dealing with topie A. but not 
with B, or item., dealing with either A. or B or with Cor D. If several 
searches are wn in parallel, a sorting operation is required to separate 
the items retrieved in response ta each request, and the actual biblio
graphie information eorresponding ta each retrieved item must be with
drawn from the file and presented ta the users. 

A large variety of search strategies may be used ta obtain satisfac
tory answers ta search requests. \Vhere the user group is heterogeneous, 
a single search performed for each customer may not suffiee to retrieve 
from the file the exact information that is wanted. lJnder these circum
stances, a sequence of search operations might be carried out in an 
attempt to approach the desired subject area little by little. This could 
be donc by using information obtained as a result of an earlier search to 
improve subsequent operation. 

A feedback loop is used on both sides of the expanded chart of 
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~ut comers;o" of doto 

vor ,dation ot terms used to 
index the it~ms and validation 

ofo+her lndicators (e,g,,jour'lol 
codes, etc.! 

Seorc:h operations by comparing 
term J Ists for documents and 

searCh requests 

Matching items 

Perform logrcai combinotian of 
tCrms to ob+oin citations which 
50tlst)' the (ogiCO: restrictions 

Sort operation far nHne..,ed 
citations by reouest nU,"nber 

and construction of QutPlJt lis+s 

Expansion of retrieved citations 
!:ly addItion of bibliographie 

information Q,d output ed;ting 

~ ~ t 
Bibllo- 8toti5ticol Answers 

grophies data to users 

ErfOrs, 
correctîons 

Nomnatching 
items 

Fig. 1·2 Simplified search and retrieval process. 

Fig. 1-3 to represent an iterative search system where the original search 
requests are updated by using information supplied to t.he system follow
ing an initial search. The left-hand side of Fig. 1-3 represents an ordi
nary on-demand search system where se arches are made only after receipt 
of a request from one or more users; the right-hand side represents 
recurrenl searches performed, for example, in a selective dissemination 
system, where user interest profiles, permanently stored for a group of 
part.icipating users, take the place of ordinary se arch requests and are thus 
compared with the document identifiers. In either case, the requests 
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AUTOMATIC INFORMATION SYSTEMS 9 

or profiles are updated in accordance with indications furnished to the 
system concerning the acceptability of items previously retrieved and 
disseminated. The revised requests or profiles are then used to perform 
additional searches that may more adequately represent the users' infor
mation needs. 

The operations of the Smart document retrieval system are briefly 
summarized in the next section to serve as background for the automatic 
text processing methods introduced in later chapters. 

1-4 AUTOMATIC CONTENT ANAL YSIS 

The Smart automatic document retrieval system, originally designed at 
Harvard between 1962 and 1965, is now operating at Harvard and Cornell 
Universities on IBM 7094 and IBM 360 computers. Smart is a fully 
automatic text, processing system which manipulates documents and 
search requests, expressed in the natural language, and produces as 
answers to the search requests the documents that appear to he most 
similar to the requests. The system is characterized by the fact that 

Incoming iTems 

~ 
Content analysis of tncorning 
documents and seorch requests 

~ 
AsSÎgnment of index terms and 
term weights and construction 
of se arch logic 

~ ! 
Matching of weighted t\!rm Matching of user profiles - lists assîgned to requests wiTh stored iTems for 1-
and documents selective disseminotion 

~ ~ 
Exomination of output r€celved 
by user and preparation of feed-
bock information 

! 
Alteration of user pro fi les and 
construction of updated seorch 
logic 

Fig. 1-3 Simplified user feedback process. 
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10 AUTOMATIC INFORMATION ORGANIZATION ANO RETRIEVAL 

several hundred different content analysis procedures are av,tilablc to 
generate identilicl" for documents and requests, Încluding worù matching 
mcthods, stored dictionaric" to les"en the cff cet of vocabulary variations, 
statistical anù s.)'lltactic procedures to identify relations between worùs 
and conceptH, and phrase genemting methods. The system th us pro
vides the means for atts,cking the content analysis proccss from a Humber 
of differcnt vicwpoints, each producing a somewhat different output. As 
a rœult, the sc arch process can he conductcd in such a way that search 
requests producing unsatisfactory results are reprocessed unùer somewhat 
altercd conditions. The ne\\' output can be examined, anù, depcnding 
on rcquiremcnts, further changes can be maùe uutil such tîme as the right 
kind anù amount of information arc retrieved [12, la, 14]. 

Smart is thus dcsigncd to serve as a test bed for various auto
matie informatioll analysis and search procedures that may eventually 
be ineorporateù into automatie document retrieval systems. The fol
lowing summary of its characteristics may be of principal illterest in this 
connectiOll : 

1. The informa.tion analysis operations Îllcorporated into the system are 
believed to be sufficiently decp anù refineù to ensure the identifi
catioIl of mnch of the relevant material in answer to most seal'ch 
requests. 

2. The varying nceds of individual users are recognized by enabling cach 
user to call on man.)' ùiffcrent text proeessÎng moùes and, by ehoosing 
a suit able sequence of procedures, eventu~lly to obtain satisfactory 
rctrieval performance. 

3. The system alsu serves ~,s a mcans for evaluating the effectiveness of 
n large varicty of autornatic n.nalysis procedures, in that the same 
search requests can be processed against the same document collec
tion in many different ways and results compareù. 

The following facilities incorporated intn the Smart s.)'stem for pur
poses of ùocument itnalysis are of principal interest: 

1. A system for separating English words into stems and affixes which 
can be useel to reduee incoming texts into word stem form 

2. A syl10nym dictionary, or thesaurus, useù tn replace signifieant word 
stems by concept numbers, eaeh concept represcllting ,1 c1ass of 
related word stems 

3. A hiaarchical al'rangcm<Jnt of the concepts included in the thesaurus 
which makes it possible, given an.)' cOllcept number, to find its 
"parent" in the hierarchy, its "sons," its "brothers," and any of a 
set of possible cross references 
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AUTOMATIC INFORMATION SYSTEMS 

4. Stat'islical association methods used to compute similarity coefficients 
between words, word stems, or concepts, based on co-occurrence 
patterns between these entities in the sentences of a document, or 
in the documents of a collection, so that associated items can then 
serve as content identifiers in addition to the original ones 

5. Syntactic analysis methods which permit the recognition and use, as 
indicators of document content, of phrases consisting of severa! 
words or concepts where each clement of a phrase must hold a 
specified syntactic relation to each other clement 

6. Sialisticai phrase recognition methods which operate !ike the preceding 
syntactic procedures by using a preconstructed phrase dictionary, 
except that no test is made to ensure that the syntactic relationships 
between phrase components are satisfied 

7. Request-document matching procedures which make it possible to use 
a variety of different correlation methods to compare analyzed 
documents with analyzed requcsts, including concept weight adjust
ments and variations in the length of the document texts being 
analyzed. 

Stored documents and search requests are processed by the system 
with01tt any prior manual analysis, using one of several hundred automatic 
content analysis methods, and the documents that most nearly match 
a given search request are identified. Specifically, a correlation coeffi
cient is computed to indicate the degree of similarity between eaeh docu
ment and each search request, and documents are then ranked in decreas
ing order of the correlation coefficient. One or more cutoff points can 
then be selected, and documents above the chosen cutoff can be with
drawn from the file and turned over to the user as answers to the search 
request. 

As an example of a typical automatic analysis output, consider the 
search request illustrated in Fig. 1-4. Three automatically produced 

ENGLISH TEXT PROVIDED FOR DOCUMENT DIFFERNTl EQ 
PAGE 345 

SEPT. 28, 1964 

GIVE AlGORITHMS USEFUl FOR THE NUMERICAl SOLUTION 1 
OF ORDINARY DIFFERENTlAl EQUATIONS AND PARTIAL DIFFER- l 
ENTIAl EQUATIONS ON DIGITAL COMPUTERS. EVAlUATE THE 1 
VARIOUS INTEGRATION PROCEDURES (TRY RUNGE-KuTTA, 2 
MllNE-S METHODI WITH RESPECT TO ACCURACY, STABILlTY, 2 
AND SPEED. 2 

Fig. 1-4 Typica! search request. 

B
IB

LI
O

TH
E

Q
U

E
 D

U
 C

E
R

IS
T



12 AUTOMATIC INFORMATION ORGANIZATION AND RETRIEVAL 

OOCUMENT CONCEPT,OCCUi1S 

OIFFERNTl fQ ACCUR 12 ALGÛqt 1;: 
E(,lI 24 EVALU 12 
NUM(R ORO,N 2 
SOL JT 12 SPHD 12 

01 FF€RNTl fa 4EXAC T 12 8AL.GOR 1 

,! OA\.)1 12 L4.!.Ull 1 c· 

269H· 4 (il'll'I F"jb 
4285 T8 4 505APP--24 

DI fFERNTl fa 4EXACT ;2 eAd~OR 12 
110AüT 12 143UTI 12 

214DIF 36 
38HEG ? 

GOMPU1 
G 1 vE 
PART 1 l, f'HO'::E'" 12 
"T .. hot l' USE 

! !J(.AlC '6 7'E\lA'- C 
116SDL 12 1793; Cl 12 
3:'(.VEL l,' ::s 7YAW 4 

13GALG 18 llEvAL 6 
176S0L 12 179510 12 
356VEL 12 3~7yA"" 4 
428518 4 505APP 24 

Fig. 1·5 Indcxing products for "diffcrcntial cquations." 

PAGE ! 1 

DIGIT 12 
~ETHOO 12 
RUNGE~ 12 
VARIE 12 

921) 1 GI 12 
; fi IquA '4 
364 TEG 12 

92DIGT 12 
18lQUA 24 
375fiUM 36 

NUII 
THESAURUS 

'EGUIAR 
THESAURUS 

STAnsr ICAl 
PHRASES 
lOO('UP 

analyzed fOl'ms of this search request are shown in Fig. 1-5. The first 
consÎsts of a set of \Vcighted word stems; the secolld consists of thesaurus 
classes or concepts obtained by a dictionary look-up process (termed 
regular thesaurus); and the last one includes phrase Îdentifiers generated 
from the statisl1:cal phrase dictionary. Tt may be noted in Fig. 1-5 that 
the weight of the original word d~fferential (from "differential equations") 
\Vas Încreased by the auto ma tic process from an initial 24, for the word 
stem process, to 86 for the thesaurus and finally to 72 for the phrase 
proeedure. This illustmtes the fact that the automatic analysÎS can be 
successful in promotillg selected content identifiers that are judged to be 
important a.~ illdicators of document content, 

The results of a search pcrformed with the Smart system appcar as 
a ranked li~t of document citations in dccreasing correlatioll order \Vith 
the search request, as seell in the example of Fig, 1-6. The output of 
Fig. I-G is in a form suitable for communication with the user who origi
nally submitted the search request. In addition to the list of biblio
graphie citations contained in Fig. l-(), special output may also be 
obtained for evaluation purposcs, Table 1-2 shows an example of this 
output for the scarch request of Fig. 1-4, usÎng two of the 11!lalysis 
methods iIIustrated in Fig. 1-5. On thc left side of Table 1-2, the 1.5 
document numbcrs that exhibit the highest correlation with the search 
request are gîven in each case, together with the correlation coefficients. 
The documcnts that were found to be relevant to the req uest, (as deter
mined mnnually by an examination of the collection) are marked with 
an X. 

On the rîght side of Table 1-2, all the relevant documents are listed, 
together with the ranks in decreasing correlation order nssigned by the 
auto matie process. Clearly a perfect retrieval system would show ranks 
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1 to 16 for 16 relevant documents; instead, the regular thesaurus process 
lists the lowest scoring relevant document with rank 40, and the more 
powerful phrase procedure pro duces the lowest ranking relevant docu
ment with rank 25. By usÎng the ranks of the relevant documents 
actually obtained, it Îs possible to compute evaluation coefficients to 
measurc the effectiveness of each search. 

The evaluation measures actually used in the Smart system are 
based on the standard recall and precisl:on measures; recall is defined as 
the proportion of relevant matter retrieved, whereas precision is the pro
portion of retrieved material actually relevaut. In an operational situ
ation, where information !l(:,eds may vary from user to user, some cus
tomers may require high recall, that is, the retrieval of almost everything 
that is likely to be of interest, whereas others may prefer high precision, 
that is, the rejection of cverything likely to be useless. Everything cise 
being equal, a perfect system is one that exhibits both a high recall and 
a high precision [15, 16J. 

If a eut is made through the document collection to distinguish 
retrieved items from nonretrieved, on the one hand, and if procedures 
are available for separating relevant items from nonrelevant ones on the 
other, it is possible to compute recal! and precision values for val'ying 
numbers of retrieved documents and to exhibit a plot showing recall in 
relation to precision. An example of such a graph is shown in Fig. 1-7 
for a particular query (number Q145) processed with a collection of 200 

ANSWt:II:S Tlj R'fQuE$T'i FUR flOCUfCENH OH ~i>EClfIEO TOpIC$ SEPTEMB{]I 28. 1'96~ PAGE 83 

CURRE,.T RfQUES! - .LIST OIFfERNTL <'0 NUMERICAL DIGITAL SOLN OF OlfFERENTlAl EOUAtlONS 

REOUES! .USI IHffE-RNTL HI MUI'IERlr.At DIGITAL SOlf' OF OiFFERENTUl EQUAfIOOS 

AHSItrIER 

GIV€ AlGORrlK/'IS, USEFUL FOR THE NUMER!CAl SOUJTlOH CF OIU!INAR'f 
DIFFERENTIAl EQUArtOOS A!f.1 PAR1{Al DtffERENTlAt EQUAtIONS ON DIGITAL 
COI'II>01[RS .. E't'AUJAlE TI'tE YARI01JS JNtEGRATiON PROCEIlURfS I!::~G. P:t;NGE-
j(UT1A~ l'llun-s METHOD) WITH RESPECT to ACCURACY. HA811HY. 4,..0 SPEED ~ 

CORRElAT ION IOENt Tf ICAtlON ----------
31)"SfAEllllTY O~661'l STABILlTY cF NUtoEA.l(;AL SOLUTION Of OtffEltENTIAL EQUATIONS 

W. t. fIIlLNE AND A.. fI.~ REYNOLDS !Ofl.tGON s.tAlf (;OU,EGE) 

AN$WEI! CORRELAt ION 
~----------

36CSII'IULATING O. !>158 

AN5WfP. CORRELATION 
-~~-----~~-

10OSOLUTJON 0."661 

J. AS'!.OC. FOI< CD.PUTlHG IUCk. VOL 6 pp 196-203 ",.RlL. 19591 

IDENtlf1CATION 

SlflULAflNG SECOHo-UROEIt EQUATIONS 
D. G. CHAO"'!C'" fUTI\H HATE ON)".J 
EU:CTA.OI\ICS VOL )z P 64 (l'IAII.CtI 6, 19591 

JOEPr;f!fJeAtlON 

SOLUTlOH OF AlGEaUIC AHO TRANSCEHOENUl EQUATIOHS ~ AN AUTQ/IIUIC 
OIGITAL CO"'UTfR 
G.I'II. lAJo4(E tUNIV~ Of SOUTHAMPTOIU 
.h ASSOC. f(iR {C"PUTING l'IAeli ... VOL 6~ pp 97-10lt JAN", 195" 

Fig. 1·6 Output excerpt from Smart system (regular thesaurus proeess). 
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14 AUTOMATlC INFORMATION ORGANIZATION ANO RETRIEVAL 

Table 1-2 Evaluation of request "differential equations"-16 relevant items 

Top lS documents Helet'œnt docu menis 
'Type of .. ~---._~---._-----~-- .--
analys1.·,'; 

i Rank Dûc. no. Correlation Rank Doc. riO. Correlatio-n 
----._~------_.- i-~ "---._----~- ----_ .. _-_ .. 

Regular 1 X 384 0.6676 1 :l84 0.6676 
thesaurus 2 X 360 O.57SK 2 360 0.5758 

:J X 200 O.S064 3 200 0.5664 
4 X 392 (). S.50H 4 392 0.5,,08 
5 X 386 0.5484 5 386 0.5484 
(j X lm 0.5445 6 103 0.5445 
7 X 85 0.4;'11 7 8;", 0.4511 
8 192 !JAlO6 9 102 0.:1987 
9 X 102 0.391\7 10 358 0.3986 

10 X 358 0.3986 11 387 0.3968 
11 X :387 0.3968 12 202 0.3907 
12 X 202 O. :3907 15 2,51 O. aa~!) 
1:) 229 0.35ot\ 17 253 0.31.)2 
14 88 0.3452 23 3\)0 0.2806 
15 X 251 0.:3329 24 :388 0.2788 

40 38,5 0.2301 

Staûstiea) phrase X 384 0.8576 384 (j.8576 
search 2 X 360 0.7741 2 360 0.7741 

3 X 386 0.7408 3 386 0.7408 
4 X 392 0.6571 4 392 0.6571 
5 X 200 0.64-14 5 200 0.6444 
fi X 85 (j.B372 fi 85 0.6372 
7 X 387 0.6072 7 :387 06072 
8 X 10:5 (l.587:; 8 103 0.5875 
9 X 102 0.5648 9 102 0.5648 

10 X agO 0,5448 10 390 0,5448 
Il X :358 0.54:17 11 3.58 0.5437 
12 X 388 0.5318 12 ;)88 n.531S 
ta X 202 0.5163 1:, 202 0.516:> 
14 X 385 0.4942 14 385 0.4942 
15 169 0.4794 21 251 0.3444 

2.) 253 0.3157 

documents in aorodynamics. A total of 12 documents in the collection 
wcre j udged relevant to the rcquest, the relevancc judgments beillg per
formed by a subject expert independcntly of the retrieval system. The 
ranks of the relevant documents produced by the se arch system aner 
ordcring of the documents in decreasing correlation order arc shown in 
Fig. 1-Îa. For the retrieval process iIlustrated in Fig. l-ï, these ranks 
l'ange from 1 for the re\(~vaIlt document wit.h the highest request-docu
ment correlation to 78 for the relevant item with the !owest correlation. 
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AUTOMATIC INFORMATION SYSTEMS 15 

By choo,;ing successive cutoff values after the retrieval of 1, 2, 3, ... , 
n documents and computillg recall and preci~ioll values at cach point, a 
rccaU-precision table can be construeted, as shown in Fig. 1-7b. The 
recall-precision graph obtained from this t.able is reprcsented in Fig. 1-7c. 

To evaluate the effectivciless of t,he various processing methods used, 
it Îs customary in the Smart. system tü compare output obtained from 
a variety of different runs. Thh, is achieved by processillg the same 
search requests with the same document collections several times and 
making selected changes in the analysis procedures betwecn l'uns. The 
diffel'ellces in the average performance of the search requests under differ
ent pl'occssing conditions are then llEcd to determine the relative effective
ness of the various analysis methods. In the remainder of titis volume, 

Relevant documems Recoll- precision ofter 
l''"etrievol ot X documents 

Number Correlation 
X Recall Precision 

j 80 0.5084 1 0.0833 1.0000 
2 102 0.4.418 2 0.1667 1.0000 
:3 BI OA 21 2 3 0.2500 1.0000 

10 82 0.2 843 9 0.2500 0.3333 
j 1 193 0.2 731 10 0.3333 0.4000 
14 83 02631 Il 0.4167 0.4545 
15 87 0.2594 13 0.4167 0.38.46 
20 88 0.2 315 14 0.5000 0.4286 
40 86 0.1856 15 0.5833 0.4667 
50 109 0.1631 19 0.5833 0.3684 
69 84 0.1305 20 0.6667 0.4000 78 85 0.1193 39 0.6667 0.2051 

40 0.7500 0.2250 
(a) List of retevant OOcuments 49 0.7500 0.1837 

50 0.8333 0.2000 
68 08333 0.1470 
69 0.9167 0.1594 

PreciSÎon 77 0.9167 o 1428 
78 1 0000 0.1538 

1.0 
(b) Recoll precision table 

08 

(cl Recoll precision plot 
0.6 

0.4 

0.2 

Recol! 

0 0.2 0.4 0.6 0.8 10 

Fig. 1-7 Performance characl.eristics for query Q145. 
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16 AUTOMATIC INFORMATION ORGANIZATION AND RETRIEVAL 

Table 1~3 Overall evaluafion results. (Based on experimenfs with four collections in three 
topie areas) 

.l, TNm n'claMs 

"'·('i;.~·l:ted woni stNnk 

'Veig:hte\l ~J'noH:{tll clfi8tîe3 

~. /)onlnlen( ltnyih 

Full HUnJl1lnrî(\~ (2000 \vords) 
A bHtrrwis (L)O \vords) 

3. Eurwnym l'IYOflnition 

Ah:-.fracls wHh thesaurus 
;":ulllmarlt'S wÎt Il thesaurus 

4. Phrnr;f: rttOf.mt"tion 

»t Logieal stt'm~ 
» Logiral synonym dassos 

> Ahstl'Uf'ts (150 words) 
» Titlcs only 

» Absiracts \llOrd stem pro('css 
> Hummaries word stem pro cess 

Synonym and phrase reco~nition > Synonym recognition (thesaurus) only 

5. Synlaciù: analysis 

Mynütdie nnalysis with thesaurus» \Vord stem match 
H}'ntactÎe analysis wilh t.hesaurus > Synonym recognition (thesaurus) 
Synt.aeti\~ analysi8 ,vith thesaurus ,-v t:>tatistical phruse recognition (thest1urus) 

6. Ter rn-ter Hi- assoct"afions 

~tem:-stcIU associations > Simple word stems 
Coneept-eonecpt (thesaurus elass) 

aSBoeiationi::i Synonym recognition {thesaurus} 

7. ;ilanual ùule.duy 

Ab8trad stem Hlatehing 
Index terTU with thesaurus 

t »: mu('!J gl'eater than 
> : greu ter than 
""'-': about ('quaI to 

Index tcn~l mab .. h 
> Abstrads with thesaurus 

averagcd recall-prccision gmphs superimposed for varions processing 
methods are uscd to refiect the relative improvements obtained from Olle 
method tu llllother. 

Table 1-:3 shows in summary form the main evûJuation results 
obtaincd np to now with the automatic Smart proCCS8, using four different 
document collections in three different topie areas. The indications are 
that full ducument summaries should be allalyzed, mther than only 
btles; that terms assigued to documents should be wcighted; lLnd that 
synon,rm dietionaries should be used, possibly in conjullction \Vith phrase 
procedures. Detailed experimental results for a variety of scarch tech
niq ues are included in Chap. 8. 

The sample evaluation output of Fig. l-Î shows that perfect rctrieval 
should Ilot be expected from a single se arch operation. Experiments 
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AUTOMATIC INFORMATION SYSTEMS 17 

have, therefore, bcen conducted using a variety of itcmtive search pro
cedures, where the results of a flrst search are lIscd to ('hange some of the 
seaI'ch parameters to obtain better performance on sub~equent passes. 

Severa! possible strategies may be use d, including a simple the
saurus display method which cnables a user to pick new terms Ilot pre
vious!y used in order to reformulate his original request, as well as more 
sophisticated methods using information extracted from previously 
ret.rieved documents found to be relevant by a given user. Table 1-4 
shows an example where a se arch request was reformulat,ed by using 
terms obtained from previously retrieved documents. The improve
ment in search effectiveness eUH be ascertained by looking at the ranks 
of the relevant documents for both the original and rnodiflcd queries. 
Table 1-5 illustrates a related process where useless high frequency terrns 
arc delcted in the reforrnulated request and important low frequcncy 
terms are reinforced. 

An automatic request modification process, knowll as relevance 
feedback, has also beeH used in conjunction with the Smart system [17, 18]. 
In that system, the user is shown sorne preliminary ontput and identifies 
some of the documents as either useful to him or not useful. The system 
then automatically adjusts the search request by increasing the weight of 
the request terms that were also contained in the designated set of relevant 
documents; at the same time, the weight of request terms also contuined 
in the nonrelevant document set is decreased. Effectively, this process 
"shifts" the request vect,or so that it lies c10ser to the relevant document 

Table 1-4 Query modification using terms 'rom relevant documents 

Query slalement 
(high frequency) 

Terms éonlained 
t'n retrieved 
documents 

Ranh af 
relevant 

documenls _ .. __ .. __ ._---~. ~---_ .. _-_ .. --~-~_._ ... __ .. ~ 
Original query: 

HA ulornatic information retrieval 
and machine indexing U 

Modificd query: 
"Information retrieval. Docu
ment retrieval. Coordinate 
indexing. Dictionary look-up 
for language processlng. 
Indexing and abstracting 
of texts. H 

coordinate, look-up, 
search, consult, ab- 5,6,9, Il, 12,69 
stract, article, catalog, 
copy, noun, sentence, 
science 

1, 4, 6,9, 11, 18 
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lB AUTOMATIC INFORMATION ORGANIZATION AN RETRIEVALD 

Table 1-5 Query modification using trequenty criteria" 

Query ;s{aienicnl 
(hiUh ,[rttjucrlcy ((,IlIt low trequenty tenlls) 

Original qnrry: 
.ICa.n hrllld~s0nt Morse code be transcl'lbE'tl 
aldonwJicaJly into Enf,!;lish? \Vh:lt 
pro(Jrams exist to t'cad Morse <'ode?>! 

Ylodilicntion 1 : 
'(C!lO hand-scnt Morse code be transcribcd 
inio English? Reeognitïon of nUtllual 
Morse eod(>.1J 

Modification 1: 
Original qucry and add "Morse, Morse, Morse." 

Ranks ol 
relel/onl 

documents 

7, ;,0 

4,8 

+, 16 

subsct than to the nonrelevant one. Some typical iterative evaluation 
output is shown in the l'ccall-precision graph of Fig. 1-8 which eontaills 
avoragcd curves over 17 soarch rcquosts. The great improvements in 
recall and proeÎ!;Îon, particularly between the initially available seareh 
requests and the first iterative step, arc reflocted ill the output of Fig. 1.-8. 

A bst point to be mentioned in connection with the dmügll of auto
mt>tie information ôyotems is the question of the actual strategies tn be 
uEcd for matching the documents with the scarch requests. Clearly, 
in practier it iô Ilot possible t,o match each analyzed document with each 
nnalyzod sOlkf(,h request bccausc the time consumed by 8ueh an operation 
would be excessive. Varions solutions have been proposed to reduce 
the Ilumber of needed comparisons between information items and 
requests. A particulllrly promising one generatcs groups of related docu
ments, using an auto matie document matching procedure. A repre
scntative document iVouP veelm' is then ehosen for each document group, 
and li search request is Înitially checked against ail the group vcctors 
only. Thereafter, the request is checked agaim;t onl)' thœe individual 
documents whose group vector shows a high score with the request. Thi~ 

two-Ievel seureh can be cxtended to a multilevcl search by grouping the 
group vectors themsclves and then grouping the groups of group vectors, 
and so on, as will be seen in grcater detai! in Chap. 7. 

Table 1-ü shows typieal search results for a collection of about 500 
documents, grouped into 20, 30, and 40 differcnt groups. Bach of 24 
scarch reqnests is first checked agaillst the group vcctOfS and then against 
all documents eontaincd in the five highest Bcoring groups. The group 
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AUTOMATIC INFORMATION SYSTEMS 19 

Table 1 .. 6 Average results of two-Ievel search for 24 search requests 

Talai Cumulative !{ annal recall 
numbrr number of for full ,carch 
of elements for Total rtllmber of Group (,"'a me nurnber of 
groups .1h'e fJro-ups c01nparùons made m'ail retrirved daC!lmtntfl) 

~~~~~~~------

20 116 20 + 116 ~ 1:)6 0.91 0.98 
30 S2 30 + 82 = 112 0.86 0.97 
40 61 40 + 61 = 101 0.82 O.U4 

recall obtained by the reduced search process is thon compared with the 
normal recall obtained by a search of the full document eolleetioIl. It 
may be seen that a search of only a quarter of the collection produces very 
little decrease in recall, although the results become progressively worse 
as fewer and fewer documents are used in the search process [18]. 

The remainder of this volume is devoted to the examinution of the 
principal procedures likely to be of importance in the implementation of 
information systems. These topics arc covercd without using any par-

1.0 

o 06 0.8 10 
Recoll 

Fig. 1-8 Precision vs. recall for initial querie-s and querles 
ffiodified by rdevance feedback (averaged ovür 17 search 
requests). 
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20 AUTOMATIC INFORMATION ORGANIZATION AND RETRIEVAL 

licular exiHting Ry~t"m 01' \\'ithout l'peeializcd operatiolls of onh' reRtriet('el 
npplicabilit.y. In ROme: casel', l'OsnitR obtnine:d with tl](> cxpprimellt.al 

Smart sysicrn are u~ed for iIlustrati\'f' purposeR. The o!H'rntill" 1'1'0-
eedures URCel ",ith this ,-""tem ant! Rome !.\jJiClt! output prndllct R al'e pl'e
scnl.cd in detai! ill Appcndix A. 
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