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FROM THE PREFACE TO THE FIRST EDITION

The present book is based on lectures given in 1967/68 to physics students
and particle physicists at Heidelberg University. It discusses those parts of
mathematical statistics most relevant to data analysis. The book is intended
for students and research workers in science, medicine, engineering and
economics, who are faced with the problem of evaluating experimental
data.

It is written from the standpoint of a wser of mathematical statistics.
Mathematical rigour is not overstressed. On the other hand, it does not
merely list a number of recipes for different practical applications but
attempts to explain the concepts and principles of the statistical methods
discussed. Part of the presentation is influenced by lecture notes and review
articles written by, and for, physicists [B&ck, 1960; Orrar, 1958; SoLmiTZ,
1964).

A good basic knowledge of calculus is assumed. Other necessary mathe-
matical tools, especially probability theory, are briefly reviewed. An essential
factor of the presentation is the use of matrix notation. It provides a very
compact presentation of many problems such as the least squares method.,
An introduction to matrix calculus is given in the appendix.

Since most complex data analysis problems are now tackled with the help
of computers, FORTRAN programs are presented for several such cases.
The essential features of the FORTRAN language are discussed in the
appendix. It also contains a short library of matrix handling subprograms,
based on a similar set of programs originally written at CERN, Geneva, by
R. Bsck.

It is hoped that the book will not only serve as an introduction to statistical
data analysis but will also be used in everyday work. It therefore contains
a few statistical tables and a short collection of the more important formulae
for quick reference.

L am indebted to several of my Heidelberg colleagues for discussions, in
particular to Dr. T. P. Shah who read the manuscript and made many val-
nable suggestions for improvements. My thanks are also due to Dr. A. G. C.
Tenner (Amsterdam) for a very fruitful discussion on the organization of
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the book. Dr. H. Immich (Heidelberg) has kindly provided the examples
8-2, 11-1 and 11-2, Dr. H. Frenk (Wetzlar) made available a copy of the
woodcut reproduced in front.

S. BranbT
Heidelberg, January 1970

PREFACE TO THE SECOND EDITION

In the present edition the general concept of the book - short but sufficiently
rigorous mathematical treatment, main emphasis on applications - has been
left unchanged. However substantial additions have been made to the sector
of statistical methods for direct application, in particular with computer
programs. The main new sections are

- Elements of the Monte Carlo method (ch. 5, § 5.3)

- Rough numerical and graphical analysis of sampled data (ch. 6, § 8)

- FORTRAN program for linear regression (ch. 12, § 5)

— Time series analysis (ch. 13).

All of them contain FORTRAN programs. (The number of programs for
direct application to statistical problems has been tripled.)

Furthermore the question of convolution of several distributions which
can be rather cumbersome in practice, has been dealt with in greater detail
and examples of convolution with the normal distribution are given. The
chapter on sampling now contains a short section on very small samples.

Exercises are now given at the end of the chapters. Their solutions are
outhned in a special section.

I should {ike to thank several of my collegues in Siegen for valuable
discussions and suggestions, in particular Dr. W. Heintich who read the
manuscript of the new sections. On this occasion it is a pleasure for me also
to acknowledge the excellent work of Dr. W, Wojcik and Prof. H. Yoshiki
who made the translations for the Polish and Japanese editions of the book.

S. BranpT
Siegen, June 1976
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CHAPTER 1

INTRODUCTION

Every branch of experimental science, after passing through an early stage
of gualitative description, concerns itself with quantitative studies of the
phenomena of interest, i.e. measurements. Next to the design and the per-
formance of the experiment, an important task is the accurate evaluation
and the complete exploitation of the data obtained. Let us list a few typical
problems.

1. The increase in the weight of test animals under the influence of various
drugs s studied. After the application of drug A to 25 animals an average
increase of 5% is observed. Drug B, used on 10 animals, yields 3%, Isdrug A
more effective? The averages 55 and 3% give practically no answer to this
question, since the lower value may have been caused by a single animal
that, for some reason, lost weight. One has therefore to study the distribution
of individual weights and their dispersion around the average value. More-
over one has to decide whether the number of test animals used will enable
one to differentiate between the effects of the two drugs with a certain
accuracy.

2. In experiments on crystal growth the exact maintenance of the ratio of
different components is essential, From a total of 500 crystals 20 are selected
and analyzed. What conclusions can be drawn as to the composition of the
remaining 4807 This problem of sampiing occurs for example in production
control, reliability tests of automatic measuring devices and opinion polls,

3. A certain experimental resuit has been obtained. It has to be decided
whether it contradicts some predicted theoretical value or previous experi-
ments. The experiment is used for hyporhesis testing.

4. A general law is known to describe the dependence of measured variables,
but parameters of this law have to be obtained from experiment. In radio-
active decay, for example, the number N of atoms that decay per second
decreases exponentially with time: N(f) = const. x exp {-Ar). The decay con-
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stant 4 and its measurement error are to be determuned using a number of
observations N {¢,), N,(#;) .... This problem of parameter estimation is
perhaps the most interesting for many experimentalists.

From these examples some of the features of data analysis become apparent.
We see in particular that the outcome of an ¢xperiment is not uniquely
determined by the experimental procedure but is also subject to chance: itis a
random variable. This stochastic tendency is either rooted in the nature of
the expeniment (test animals are necessarily different, radioactivity s a
stochastic phenomenon), or it is a consequence of the inevitable uncertainties
of the experimental eguipment, i.e. the measurement errors. The next
chapter is therefore devoted to reviewing the most important concepts of the
theory of probability.

In chapters 3 and 4 random variables are mtroduced. The distribuiion
of random variables is discussed and parameters, such as mean and variance
are found to characterize these distributions. Special attention is given to the
interdependence of several random variables. In chapter § a number of
distributions is studied which are of special interest in applications, in
particular the properties of the normal or Gaussian distribution are discussed
in detail.

In practice a distribution has to be determined from a finite pumber of
observations, i.e. a sample. Different cases of sampling are considered in
chapter 6. FORTRAN programs are presented for a first rough numerical
treatment and graphical display of empirical data. Functions of the sample,
i.e. functions containing the individual observations, can be used to estimate
the characteristic parameters of the distribution. The requirements that a
good estimate should satisfy are derived. At this stage the quantity 2 is
introduced. It is the sum of the squares of the deviation between observed
and expected values and is therefore a suitable indicator of the quality of
observation,

The maximum likelihood method, discussed in chapter 7, is the core of
modern statistical anpalysis. It allows one to construct estimators with
optimum properties. The method is discussed for the single- and multi-
parameter cases and illustrated in a number of examples.

Chapter 8 is devoted to hypothesis testing. It contains the most commonty
used F-, t- and y*-tests and outlines the general theory.

The method of least squares, which is perhaps the most widely used
statistical procedure, is the subject of chapter 9. The special cases of direct,
indirect and constrained measurements, often encountered in applications,
are developed in detail before the general case is discussed. A FORTRAN
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program for general least squares problems is presented and its use is
demonstrated in different examples. Every least squares problem can be
expressed as the task of determining the minimum of a function of several
variables. This is true of all parameter estimation based on the idea of
maximumm likelihood. In chapter 10 several computational methods are
sketched to obtain such minima,

The analysis of variance (chapter 11) can be considered as an extension
of the F-test. It is widely used in biological and medical research to study
the dependence, or rather to test the independence, of a measured variable
of experimental conditions expressed by other variables, For several variables
rather complex situations can arise. Some simple numerical examples are
calculated using a FORTRAN program.

Linear regression, the subject of chapter 12, is a special case of the least
squares method and therefore already dealt with in chapter 9. Before the
advent of computers usually only linear least squares problems were tractable,
A special terminology, still used, has developed for this case. It seems there-
fore justified to devote a special chapter to this subject. At the same time it
extends the tyeatment of chapter 9. For example the determination of
confidence intervals for a solution and the relation between regression and
analysis of variance are studied. A general FORTRAN program for linear
regression is given and its use is shown in examples,

In the last chapter the elements of time series analysis are introduced.
This method is used if data are given as a function of a controlled variable
{usually time) and no theoretical prediction for the behaviour of the data
as a function of the controlled variable is known. 1t is used to try to reduce
the statistical fluctuation of the data without destroying the genuine de-
pendence on the controlled variable. Since the computational work in time
series analysis is rather awkward a FORTRAN program is also given.





