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Abstract
Model filter pruning has shown efficiency in compressing deep convolutional neural networks by removing unimportant filters
without sacrificing the performance. However, most existing criteria are empirical, and overlook the relationship between
channel saliencies and the non-linear activation functions within the networks. To address these problems, we propose a
novel channel pruning method coined gradient flow based saliency (GFBS). Instead of relying on the magnitudes of the entire
feature maps, GFBS evaluates the channel saliencies from the gradient flow perspective and only requires the information in
normalization and activation layers. Concretely, we first integrate the effects of normalization and ReLU activation layers into
convolutional layers based on Taylor expansion. Then, through backpropagation, the derived channel saliency of each layer is
indicated by of the first-order Taylor polynomial of the scaling parameter and the signed shifting parameter in the normalization
layers. To validate the efficiency and generalization ability of GFBS, we conduct extensive experiments on various tasks,
including image classification (CIFAR, ImageNet), image denoising, object detection, and 3D object classification. GFBS
could feasibly cooperate with the baseline networks and compress themwith only negligible performance drop. Moreover, we
extended our method to pruning scratch networks and GFBS is capable to identify subnetworks with comparable performance
with the baseline model at an early training stage. Our code has been released at https://github.com/CUHK-AIM-Group/
GFBS.
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1 Introduction

Building on top of the state-of-the-art performance of
deep convolutional neural networks (DCNNs) in computer
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vision, researchers have been focusing on deploying them in
resource-constrained environments, such as mobile devices
and autonomous drones. Yet, the deployment tends to be
hampered by large storage and heavy computation required
by DCNNs (Cai et al., 2018). Therefore, it is of vital impor-
tance to obtain DCNNs with small model sizes and low
run-time computation costs. To address the problem, chan-
nel pruning methods, also known as filter pruning methods,
is one of the predominant and effective approaches for com-
pressing the large DCNNs (LeCun et al., 1989; Jaderberg et
al., 2014; Li et al., 2016). Existing channel pruning methods
often start with a well trained large-scale DCNN, then use
a certain criterion to identify the least important channels
and remove them. These methods aim to minimize the accu-
racy drop of the original network to the greatest extent, and
can enjoy the benefits of existing hardware or Basic Linear
Algebra Subprograms (BLAS) libraries for practicalmemory
saving and inference acceleration.

Although many channel pruning approaches were pro-
posed and achieved remarkable compression performance,
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