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Abstract
3D object detection is receiving increasing attention from both industry and academia thanks to its wide applications in
various fields. In this paper, we propose Point-Voxel Region-based Convolution Neural Networks (PV-RCNNs) for 3D object
detection on point clouds. First, we propose a novel 3D detector, PV-RCNN, which boosts the 3D detection performance
by deeply integrating the feature learning of both point-based set abstraction and voxel-based sparse convolution through
two novel steps, i.e., the voxel-to-keypoint scene encoding and the keypoint-to-grid RoI feature abstraction. Second, we
propose an advanced framework, PV-RCNN++, for more efficient and accurate 3D object detection. It consists of two major
improvements: sectorized proposal-centric sampling for efficiently producing more representative keypoints, and VectorPool
aggregation for better aggregating local point features with much less resource consumption. With these two strategies, our
PV-RCNN++ is about 3× faster than PV-RCNN, while also achieving better performance. The experiments demonstrate
that our proposed PV-RCNN++ framework achieves state-of-the-art 3D detection performance on the large-scale and highly-
competitive Waymo Open Dataset with 10 FPS inference speed on the detection range of 150m × 150m.
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1 Introduction

3D object detection on point clouds aims to localize and
recognize 3D objects from a set of 3D points, which is a
fundamental task of 3D scene understanding and is widely-
adopted in lots of real-world applications like autonomous
driving, intelligent traffic system and robotics. Compared to
2D detection methods on images (Girshick, 2015; Ren et al.,
2015; Liu et al., 2016; Redmon et al., 2016; Lin et al., 2017,
2018), the sparsity and irregularity of point clouds make it
challenging to directly apply 2D detection techniques to 3D
detection on point clouds.

To tackle these challenges, most of existing 3D detection
methods (Chen et al., 2017; Zhou and Tuzel, 2018; Yang et
al., 2018b; Lang et al., 2019; Yan et al., 2018) transform the
points into regular voxels that can be processed with conven-
tional 2D/3Dconvolutional neural networks andwell-studied
2D detection heads. But the voxelization operation inevitably
brings quantization errors, thus degrading their localization
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