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a b s t r a c t 

Deep learning is one of the advanced approaches of machine learning, and has attracted a growing atten- 

tion in the recent years. It is used nowadays in different domains and applications such as pattern recog- 

nition, medical prediction, and speech recognition. Differently from traditional learning algorithms, deep 

learning can overcome the dependency on hand-designed features. Deep learning experience is particu- 

larly improved by leveraging powerful infrastructures such as clouds and adopting collaborative learning 

for model training. However, this comes at the expense of privacy, especially when sensitive data are pro- 

cessed during the training and the prediction phases, as well as when training model is shared. In this 

paper, we provide a review of the existing privacy-preserving deep learning techniques, and propose a 

novel multi-level taxonomy, which categorizes the current state-of-the-art privacy-preserving deep learn- 

ing techniques on the basis of privacy-preserving tasks at the top level, and key technological concepts 

at the base level. This survey further summarizes evaluation results of the reviewed solutions with re- 

spect to defined performance metrics. In addition, it derives a set of learned lessons from each privacy- 

preserving task. Finally, it highlights open research challenges and provides some recommendations as 

future research directions. 

© 2019 Elsevier B.V. All rights reserved. 

1. Introduction 

Deep learning, one of the most advanced approaches of ma- 

chine learning, has attracted a lot of attention in research as it pro- 

vides the ability to overcome the dependency on hand-designed 

features that is faced by traditional learning algorithms. Deep 

learning or usually deep neural networks (DNNs) typically com- 

prises two phases: a training step to optimize the accuracy of the 

model and an inference phase where model is used for analysis as 

classification or prediction (see the next section for more details). 

Nowadays, deep learning is being used in different domains includ- 

ing big data analytics and different applications such as pattern 

recognition, speech recognition, computer vision, natural language 

processing, intrusion detection, and medical predictions [1] . 

Deep learning experience is particularly improved by leverag- 

ing powerful infrastructures such as clouds and adopting collabo- 

rative learning for model training. As user devices are limited in 

terms of resources, the solution is to offload resource-demanding 
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operations to an external infrastructure with high-power computa- 

tion and massive storage such as a cloud. On the other hand, col- 

laborative learning is applied on large and diversified datasets that 

are originated from different sources, e.g., medical organizations 

or patients, which results in achieving better learning accuracy. 

However, privacy concerns, which are related to sensitive data for 

both model training and its use for inference, are raised. Such con- 

cerns include identification of individuals, unauthorized commer- 

cial sharing of confidential information, illegitimate use of private 

data, and the disclosure of sensitive data or inferred private infor- 

mation like disease risks from health records. Additionally, other 

privacy concerns related to sharing a deep learning model need to 

be considered. In fact, it has been shown that if training private 

data are not well protected, they are subject to leakage through 

model parameters or predictions [2 –8] . 

To tackle the above mentioned concerns, various approaches 

have been proposed. This survey aims to present a state-of-the- 

art of recent deep learning techniques and approaches addressing 

potential privacy concerns, and particularly related to input data 

which is the focus of this work, along with potential interesting 

directions and learned lessons. 

In the literature, there are two related surveys [9 , 10] that 

deal with privacy-preserving in deep learning. However, these 
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