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Abstract. We propose two methods to compact the used search tree
during the graph edit distance (GED) computation. The first maps the
node information and encodes the different edit operations by numbers
and the needed remaining vertices and edges by BitSets. The second rep-
resents the tree succinctly by bit-vectors. The proposed methods require
24 to 250 times less memory than traditional versions without negatively
influencing the running time.
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1 Introduction

The Graph Edit Distance (GED) is a well-known metric used to compute the
degree of dissimilarity between two graphs g1 and g2. It is generally used in pattern
recognition [12], such as handwriting recognition [9] and document analysis [4].
The GED is defined as the minimum-cost sequence of edit operations needed to
transform graph g1 into graph g2 [3]. The allowed operations are insertion, dele-
tion, and substitution, which are applied on vertices and their corresponding edges.
The GED computation is an NP-hard problem [13]. It has an exponential time
complexity due to the exponential size of the generated search tree.

Bunke andAllermannwere the precursors for solving theGEDproblem [3]. The
authors used an A* based algorithm where the search tree is generated dynami-
cally. In [8], the authors proposed an approximation for the GED problem called
A*-Beamsearch. By limiting the size of the A* priority queue to a certain size s.
To speed up the A* search process, [10] presents an effective heuristic that gives
the estimated cost h and concludes a lower bound. This heuristic, called bipar-
tite heuristic [9], has been discussed and improved in [11] and [2] to compute a
more accurate lower bound. Authors in [1] proposed an approach called (DF GED)
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