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Abstract
Artificial intelligence (AI) is producing highly beneficial impacts in many domains, from 
transport to healthcare, from energy distribution to marketing, but it also raises concerns 
about undesirable ethical and social consequences. AI impact assessments (AI-IAs) are a 
way of identifying positive and negative impacts early on to safeguard AI’s benefits and 
avoid its downsides. This article describes the first systematic review of these AI-IAs. 
Working with a population of 181 documents, the authors identified 38 actual AI-IAs and 
subjected them to a rigorous qualitative analysis with regard to their purpose, scope, organ-
isational context, expected issues, timeframe, process and methods, transparency and chal-
lenges. The review demonstrates some convergence between AI-IAs. It also shows that the 
field is not yet at the point of full agreement on content, structure and implementation. 
The article suggests that AI-IAs are best understood as means to stimulate reflection and 
discussion concerning the social and ethical consequences of AI ecosystems. Based on the 
analysis of existing AI-IAs, the authors describe a baseline process of implementing AI-
IAs that can be implemented by AI developers and vendors and that can be used as a criti-
cal yardstick by regulators and external observers to evaluate organisations’ approaches to 
AI.
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