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Abstract
We study the problem of multimodal embedding-based entity alignment (EA) between different knowledge graphs. Recent 
works have attempted to incorporate images (visual context) to address EA in a multimodal view. While the benefits of 
multimodal information have been observed, its negative impacts are non-negligible as injecting images without constraints 
brings much noise. It also remains unknown under what circumstances or to what extent visual context is truly helpful to 
the task. In this work, we propose to learn entity representations from graph structures and visual context, and combine fea-
ture similarities to find alignments at the output level. On top of this, we explore a mechanism which utilizes classification 
techniques and entity types to remove potentially un-helpful images (visual noises) during alignment learning and inference. 
We conduct extensive experiments to examine this mechanism and provide thorough analysis about impacts of the visual 
modality on EA.
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1 Introduction

Entity alignment (EA) is a task aiming to find entities from 
different knowledge graphs (KGs) that refer to the same real-
world object. It plays an important role in KG construc-
tion and knowledge fusion as KGs are often independently 

created and suffer from incompleteness. Most existing mod-
els for EA leverage graph structures and/or side informa-
tion of entities such as name and attributes along with KG 
embedding techniques to achieve alignment [1, 2]. Several 
recent methods enrich entity representations by incorporat-
ing images, a natural component of entity profiles in many 
KGs such as DBpedia [3] and Wikidata [4], to address EA 
in a multimodal view [5–7].

While experimental results have demonstrated that incor-
porating visual context benefits the EA task [5, 7], it is worth 
noting that the use of entity images may introduce noises. 
An error analysis in EVA [7] pointed out that hundreds of 
source entities were correctly matched to their counterparts 
before injecting images but were mismatched with images 
present. Different visual representations of equivalent 
entities could be potential noises that induce mismatches, 
and there are various reasons for the visual inconsistency 
between two equivalent entities. One major reason is that 
entities naturally have multiple visual representations. As 
shown in Fig. 1, images (visual context) at left are dissimilar 
from their counterparts at right, yet they refer to same real-
world entities. In addition, the incompleteness of visual data 
is also a challenging issue for multimodal EA, as reported 
in [7] that ca. 15–50% entities in the most commonly used 
benchmark DBP15K [8] are not provided with images.
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