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Abstract— We consider a fundamental update problem of
avoiding forwarding loops based on the node-ordering protocol
in Software Defined Networks (SDNs). Due to the distributed
data plane, forwarding loops may occur during the updates
and influence the network performance. The node-ordering
protocol can avoid such forwarding loops by controlling the
update orders of the switches and does not consume extra
flow table space overhead. However, an Ω(n) lower bound on
the number of rounds required by any algorithm using this
protocol with loop-free constraint has been proved, where n is the
number of switches in the network. To accelerate the updates,
a weaker notion of loop-freedom — relaxed loop-freedom —
has been introduced. Despite that, the theoretical bound of the
node-ordering protocol with relaxed loop-free constraint remains
unknown yet. In this article, we solve a long-standing open
problem: how to derive ω(1)-round lower bound or to show
that O(1)-round schedules always exist for the relaxed loop-free
update problem. Specifically, we prove that any algorithm needs
Ω(log n) rounds to guarantee relaxed loop freedom in the worst
case. In addition, we develop a fast relaxed loop-free update
algorithm named Savitar that touches the tight lower bound. For
any update instance, Savitar can use at most 2�log2 n� − 1
rounds to schedule relaxed loop-free updates. Extensive experi-
ments on Mininet using a Floodlight controller show that Savitar
can significantly decrease the update time, achieve near optimal
performance and save over 30% of the rounds compared with
the state of the art.

Index Terms— Software defined networks, relaxed loop free-
dom, network updates.

I. INTRODUCTION

SOFTWARE defined networking (SDN) [12] enables flex-
ible and global network management by decoupling the

control plane from the data plane and integrating the con-
trol plane into logically centralized controllers. Compared to
the static architecture of traditional networks, the central-
ized intelligence of the controllers in SDNs can contribute
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Fig. 1. Two notions of loop-freedom. The solid lines represent the old routing
path op and the dashed lines represent the new routing path np.

to dynamic and more efficient network configurations to
improve the network performance. Consequently, more enter-
prises such as Microsoft SWAN [14] and Google B4 [15]
have started trying to use SDN to manage their data center
networks.

Despite the centralized control plane, the data plane remains
distributed. Network updates are associated with network
availability and performance in traffic engineering and are
frequently scheduled when network conditions change, e.g.,
switch upgrade, link failures or traffic variations. Due to
the unpredictable update orders of the switches in the data
plane, network updates may cause inconsistency and introduce
forwarding loops that consist of a mixture of old rules and
new rules into networks. Packets entering loops cannot be
forwarded out until the loops are broken, which may result
in packet drops and further influence the performance of
delay-sensitive applications.

Avoiding such forwarding loops can guarantee the network
correctness and availability during the updates. However, given
the initial route and the final one, scheduling loop-free updates
remains algorithmically challenging. The node-ordering pro-
tocol is a major mechanism to guarantee loop-freedom with-
out incurring extra flow table space overhead. This protocol
partitions the switches that need to be updated into multiple
disjoint subsets, and requires that the updates of each subset of
the switches will not introduce any loops. Therefore, the whole
network updates can be completed by scheduling the updates
of each subset one by one. Actually, such an update of one
subset is called one round and hence the number of subsets is
called the number of rounds, which can reflect the update time
to some degree. On the one hand, a loop-free update algorithm
should guarantee the correctness, i.e., compute how to partition
the switches to avoid forwarding loops. On the other hand, this
algorithm should minimize the number of rounds in order to
schedule loop-free updates quickly.

Strong and relaxed loop-freedom are two different defini-
tions for loop-freedom. Strong loop-freedom requires that no
loop should occur at any time during updates. In Fig. 1(a),
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