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Auto-encoder has been widely used to compress high-dimensional data such as the images and videos. How-
ever, the traditional auto-encoder network needs to store a large number of parameters. Namely, when the
input data is of dimensionn, the number of parameters in an auto-encoder is in generalO(n). In this article, we
introduce a network structure called 3D Tensor Auto-Encoder (3DTAE). Unlike the traditional auto-encoder,
in which a video is represented as a vector, our 3DTAE considers videos as 3D tensors to directly pass tensor
objects through the network. The weights of each layer are represented by three small matrices, and thus the
number of parameters in 3DTAE is just O(n1/3). The compact nature of 3DTAE fits well the needs of video
compression. Given an ensemble of high-dimensional videos, we represent them as 3DTAE networks plus
some small core tensors, and we further quantize the network parameters and the core tensors to get the
final compressed data. Experimental results verify the efficiency of 3DTAE.

CCS Concepts: • Information systems→ Data encoding and canonicalization; Multimedia and mul-

timodal retrieval; • Computing methodologies→ Image compression; • Computer systems organi-

zation→ Neural networks;
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