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Given only the URL of a Web page, can we identify its topic? We study this problem in detail by exploring a
large number of different feature sets and algorithms on several datasets. We also show that the inherent
overlap between topics and the sparsity of the information in URLs makes this a very challenging problem.
Web page classification without a page’s content is desirable when the content is not available at all, when
a classification is needed before obtaining the content, or when classification speed is of utmost importance.
For our experiments we used five different corpora comprising a total of about 3 million (URL, classification)
pairs. We evaluated several techniques for feature generation and classification algorithms. The individual
binary classifiers were then combined via boosting into metabinary classifiers. We achieve typical F-measure
values between 80 and 85, and a typical precision of around 86. The precision can be pushed further over 90
while maintaining a typical level of recall between 30 and 40.
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1. INTRODUCTION

Topic classification of Web pages is normally performed based on the content
of the pages, with additional clues coming from the link structure of the Web
graph [Chakrabarti et al. 1998; Qi and Davison 2006]. However, there are several
advantages to attempt the classification task using only URLs, and this is the problem
studied in this article.

One advantage of such an approach is speed. The length of a URL is a tiny frac-
tion of the typical length of a Web page. This enables a much faster construction of
feature vectors and also speeds up the classification itself, due to the reduced number
of nonzero features. But there are also scenarios where the content of a Web page
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