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Abstract

The “fractional tree” algorithm for broadcasting and reduction is introduced. Its communication pattern interpolates between
two well known patterns—sequential pipeline and pipelined binary tree. The speedup over the best of these simple methods
can approach two for large systems and messages of intermediate size. For networks which are not very densely connected
the new algorithm seems to be the best known method for the important case that each processor has only a single (possibly
bidirectional) channel into the communication network.
 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction

ConsiderP processing units, PUs, of a parallel
machine.Broadcasting, the operation in which one
processor has to send a messageM to all other PUs, is
a crucial building block for many parallel algorithms.
Since it can be implemented once and for all in com-
munication libraries such as MPI [7], it makes sense
to invest into algorithms which are close to optimal
for all P and all message lengthsk. Since broadcast-
ing is sometimes a bottleneck operation, even constant
factors should be considered. In addition, by revers-
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ing the direction of communication, broadcasting al-
gorithms can usually be turned into reduction algo-
rithms. Reduction is the task to compute a general-
ized sum

⊕
i<P Mi , where initially messageMi is

stored on PUi and where “⊕” can be any associa-
tive operator. Broadcasting and reduction are among
the most important communication primitives. For ex-
ample, some of the best algorithms for matrix multi-
plication or dense matrix–vector multiplication have
these two functions as their sole communication rou-
tines [5].

We study broadcasting long messages for a simple
synchronous, symmetric communication model which
is intended as a least common denominator of practi-
cal protocols able to support high bandwidth for long
messages: It takes timet + k to transfer a message of
sizek regardless which PUs are involved. This is re-
alistic on many modern machines where network la-
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