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Preface to the Second Edition

We are gratified by the success of the first edition of “Introduction to Statistics and
Data Analysis”. Our lecture materials have been in great demand, and our readers
have conveyed to us numerous good suggestions and ideas.

We believe that modern approaches to statistics can be taught early in one’s
statistics education. The topics need to be presented clearly and they need to
be well connected to both traditional methods and statistical software. Based on
this belief and the proposals received from our readers, we decided to add three
new chapters to the second edition. A newly added chapter on logistic regres-
sion extends our comprehensive treatment of regression analysis. We also added a
chapter on simple random sampling which interconnects classical statistical results
with the computing-based inference method of bootstrapping. Lastly, we developed
a chapter on causal inference: we believe that an early formal treatment of the sub-
ject helps students and researchers to express their actual hypotheses accurately,
analyze them appropriately and understand the requirements needed to engage with
more sophisticated literature.

In Chap. 10, we now illustrate alternatives to making binary decisions with
statistical tests: we show how the concepts of compatibility and functions of p- and
S-values for varying hypotheses aid the interpretation of test results by focusing
on gradations of evidence rather than binary decision rules.

We rely on continuous critical feedback from our readers to learn what can be
improved and refined further. We welcome suggestions, which can be sent to chris-
tian.heumann @stat.uni-muenchen.de, shalab@iitk.ac.in, and michael.schomaker @
stat.uni-muenchen.de.

As in the previous edition, our philosophy is to explain the most fundamental
concepts comprehensively, relegate more technical material to the appendix, illus-
trate computations with interpretations and use exercises and software to engage
in more detail with the challenges and implications of the presented methods.

The updated book homepage is now available at https://statsbook.github.io/. It
contains all solutions to the R exercises, additional information, and a current list
of errata.


mailto:christian.heumann@stat.uni-muenchen.de
mailto:shalab@iitk.ac.in
mailto:michael.schomaker@stat.uni-muenchen.de
https://statsbook.github.io/

Vi Preface to the Second Edition

We hope that our new edition proves to be valuable for teaching introductory
statistics. We thank Veronika Rosteck from Springer for her tremendous support
while preparing this updated manuscript and to Barnaby Sheppard for his help in
editing the new content. We deeply appreciate and acknowledge the continuous
caring support of our families while completing the book.

Munich, Germany Christian Heumann
Munich, Germany Michael Schomaker
Kanpur, India Shalabh

April 2022



Preface to the First Edition

The success of the open-source statistical software “R” has made a significant
impact on the teaching and research of statistics in the last decade. Analyzing data
is now easier and more affordable than ever, but choosing the most appropriate
statistical methods remains a challenge for many users. To understand and interpret
software output, it is necessary to engage with the fundamentals of statistics.

However, many readers do not feel comfortable with complicated mathematics.
In this book, we attempt to find a healthy balance between explaining statistical
concepts comprehensively and showing their application and interpretation using
R.

This book will benefit beginners and self-learners from various backgrounds as
we complement each chapter with various exercises and detailed and comprehensi-
ble solutions. The results involving mathematics and rigorous proofs are separated
from the main text, where possible, and are kept in an appendix for interested
readers. Our textbook covers material that is generally taught in introductory level
statistics courses to students from various backgrounds, including sociology, biol-
ogy, economics, psychology, medicine, and others. Most often we introduce the
statistical concepts using examples and illustrate the calculations both manually
and using R.

However, while we provide a gentle introduction to R (in the appendix), this is
not a software book. Our emphasis lies on explaining statistical concepts correctly
and comprehensively, using exercises and software to delve deeper into the subject
matter and learn about the conceptual challenges that the methods present.

The book homepage, https://statsbook.github.io/, contains additional material,
most notably the software codes needed to answer the software exercises, and data
sets. In the remainder of the book, we will use gray boxes

R-command ()

to introduce the relevant R commands. In many cases, the code can be directly
pasted into R to reproduce the results and graphs presented in the book; in others
the code is abbreviated to improve readability and clarity, and the detailed code
can be found online.
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viii Preface to the First Edition

Many years of teaching experience, from undergraduate to post-graduate level,
went into this book. The authors hope that the reader will enjoy reading it and
find it a useful reference for learning. We welcome critical feedback to improve
future editions of this book. Comments can be sent to christian.heumann@
stat.uni-muenchen.de, shalab@iitk.ac.in, and michael.schomaker@uct.ac.za who
contributed equally to this book.

We thank Melanie Schomaker for producing some of the figures and giving
graphical advice, Alice Blanck from Springer for her continuous help and support,
and Lyn Imeson for her dedicated commitment which improved earlier versions
of this book. We are grateful to our families who have supported us during the
preparation of this book.

Miinchen, Germany Christian Heumann
Cape Town, South Africa Michael Schomaker
Kanpur, India Shalabh

May 2016
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