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Preface

This book, based on the fourth Italian edition, comes from the collaboration between
two experimental physicists and one statistician. Among non-statisticians, physicists
are perhaps the ones who most appreciate and use probability and statistics, but most
of the time in a pragmatic and manual way, having in mind the solution of specific
problems or technical applications. On the other hand, in the crucial comparison
between theory and experiment, it is sometimes necessary to use sophisticated
methods which require knowledge of the fundamental logical and mathematical
principles at the basis of the study of random phenomena. More generally, even
those who are not statisticians have often to face, in any research field, problems
that require particular attention and expertise for the treatment of random or aleatory
aspects. These skills are naturally mastered by the statistician, whose research
interests are the laws of chance.

This text has been prepared with the aim to seek a synthesis between these
different approaches, to provide the reader not only with tools useful to address
problems, but also with a guide to the correct methodologies needed to understand
the complicated and fascinating world of random phenomena.

Such an objective obviously involved choices, sometimes even painful, both of
content type and style. As for style, we tried not to give up the precision needed
to properly teach the important concepts. When treating applications, we privileged
the methods that do not require excessive preliminary conceptual elaborations.

As an example, we have tried to use, whenever possible, approximate methods
for interval estimation, with Gaussian approximations for the estimator distribu-
tions. Similarly, in the case of least squares, we have extensively adopted the
approximation based on the x? distribution to verify the fitting of a model to the
data.

We also avoided insisting on the formal treatment of complicated problems in
cases where a solution using computer and simple simulation programs could be
easily found.

In our book, simulation plays an important role in the presentation of many topics
and in the verification of the accuracy of many techniques and approximations. This
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feature, already present in the first Italian edition, is now common to many data
science texts and, in our opinion, confirms the validity of our initial choice.

This book is aimed primarily at students of scientific undergraduate courses, such
as engineering, computer science, and physics. However, we think that it can also
be useful to all those scientific researchers who have to solve practical problems
involving probabilistic, statistical, and simulation aspects. For this reason, we have
given space to some topics, such as Monte Carlo methods and their applications,
minimization techniques, and data analysis methods, which, usually, are only briefly
mentioned in introductory texts.

The mathematical knowledge required by the reader is that which is normally
given in the teaching of the basic calculus course in the scientific degrees, with the
addition of minimum notions of linear algebra and advanced calculus, such as the
elementary concepts of the derivation and integration of multidimensional functions.

The structure of the text allows different learning paths and reading levels. The
first seven chapters deal with all the topics usually developed in a standard, basic
statistical course. At the choice of the teacher, this program can be integrated with
some more advanced topics from the other chapters. For example, Chap. 8 should
certainly be included in a simulation-oriented course.

The notions of probability and statistics usually taught to physics students in
undergraduate laboratory courses are enclosed in the first three chapters, in Chaps. 6
and 7 (basic statistics) and in Chap. 12, written explicitly for physicists and for all
those who need to process data from laboratory experiments.

Many pages are devoted to the complete resolution of several exercises inserted
directly inside the chapters to better explain the covered topics. We also recommend
to the reader the problems (all with solutions) reported at the end of each chapter.

This book makes use of the statistical software R, which has now become the
world standard for solving statistical problems. The 2019 ranking of the Institute
of American Electrical and Electronic Engineers (IEEE) places R in fourth position
among the most popular programming languages, after Python, Java, and C. Many
R routines have been written by us, to guide the reader while going through the text.
These routines can be easily downloaded from the link specified below. We therefore
recommend an interactive reading, in which the study of a topic is followed by the
use of R routines in the way showed both in the text and in the technical instructions
included in the indicated Web pages.

We thank again the readers who reported errors or inaccuracies present in the
previous Italian editions, and the publisher, Springer, for the continued trust in our
work.

Pavia, Italy Alberto Rotondi
Pavia, Italy Paolo Pedroni
Milano, Italy Antonio Pievatolo

March 2022



How to Use the Text

Figures, equations, definitions, theorems, Tables, and exercises are numbered
progressively.

The abbreviations of quotations (e.g., [57]) refer to the bibliographic list at the
end of the book.

Solutions of the problems are given in Appendix D. The table of symbols
reported in Appendix A may also be useful.

Calculation codes as hist are marked with a different text style. Routines
starting with a lowercase letter are (with some exceptions) the original R codes,
which can be freely copied from the CRAN (Comprehensive R Archive Network)
website, while those starting with an uppercase letter are written by the authors and
are in:

https://tinyurl.com/ProbStatSimul

In this site, you will also find all the information for the installation and the use of
R, a guide to the use of routines written by the authors and complementary teaching
materials.
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