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Preface

The first edition of this book was published in 2009, that is at the moment of
writing already more than 10 years ago. As this area has progressed substan-
tially, we decided to prepare the second edition. Our aim was to incorporate the
most important advances, so that the new version would present an up-to-date
account of the area and be useful to researchers, postgraduate students, and
practitioners active in this area.

What are the major changes? First, if we just compare the number of chap-
ters of the two editions, we note that it has doubled. So did roughly the number
of pages.

We note that, at the time the first edition was written, the term AutoML was
not yet around. So obviously we had to cover it in the new edition and also clar-
ify its relationship to metalearning. Also, the automation of the design methods
of chains of operations – nowadays referred to as pipelines or workflows – was
in its infancy. So obviously we felt the need to update the existing material to
keep up with this development.

In recent years the research areas of AutoML and metalearning have at-
tracted a great deal of attention from not only researchers, but also many artifi-
cial intelligence companies, including, for instance, Google and IBM. The issue
of how one can exploit metalearning to improve AutoML systems is one of the
crucial questions that many researchers are trying to answer nowadays.

This book looks also into the future. As is usually the case, better under-
standing of some areas allows us to pose new research questions. We took care
to include some in the respective chapters.

The authors of the first edition were Pavel Brazdil, Christophe Giraud-
Carrier, Carlos Soares, and Ricardo Vilalta. With the extensive developments
in the area, we wanted to strengthen the team by inviting Joaquin Vanschoren
and Jan N. van Rijn to join the project. Unfortunately, in the end, Christophe
and Ricardo were unavailable to work on the new edition. Nevertheless, the au-
thors of the second edition are very grateful for their contributions at the onset
of the project.
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How This Book Was Put Together

This book comprises two parts. Part I (chapters 2–7) discusses the basic concepts
and architecture of metalearning and AutoML systems, while Part II (chapters
8–15) discusses various extensions. Part III (chapters 16–18) discusses meta-
data organization and management (e.g., metadata repositories) and ends with
concluding remarks.

Part I – Basic Concepts and Architecture

Chapter 1 starts by explaining the basic concepts used in this book, such as
machine learning, metalearning, automatic machine learning, among others. It
then continues with an overview of the basic architecture of a metalearning
system and serves as an introduction to the rest of the book. All co-authors of
the book collaborated on this chapter.

Chapter 2 focuses on ranking approaches that exploit metadata, as these are
relatively easy to construct, but can still be very useful in practical applications.
This chapter was written by P. Brazdil and J. N. van Rijn.1 Chapter 3, written
by P. Brazdil and J. N. van Rijn, is dedicated to the topic of evaluation of met-
alearning and AutoML systems. Chapter 4 discusses different dataset measures
that play an important role as metafeatures in metalearning systems. This chap-
ter was written by P. Brazdil and J. N. van Rijn. Chapter 5, written by P. Brazdil
and J. N. van Rijn, can be seen as a continuation of Chapter 2. It discusses vari-
ous metalearning approaches including, for instance, pairwise comparisons that
were proposed in the past. Chapter 6 discusses hyperparameter optimization.
It covers both basic search methods and also more advanced ones introduced
in the area of automated machine learning (AutoML). This chapter was writ-
ten by P. Brazdil, J. N. van Rijn, and J. Vanschoren. Chapter 7 discusses the
problem of automating the construction of workflows or pipelines, representing
sequences of operations. This chapter was written by P. Brazdil, but it reused
some material from the first edition which was prepared by C. Giraud-Carrier.

Part II – Advanced Techniques and Methods

Part 2 (chapters 8–15) continues with the topics in Part I, but covers differ-
ent extensions of the basic methodology. Chapter 8, written by P. Brazdil and
J. N. van Rijn, is dedicated to the topic of the design of configuration spaces and
how to plan experiments. The two subsequent chapters discuss the specific topic
of ensembles. Chapter 9, written by C. Giraud-Carrier, represents an invited
chapter in this book. It describes different ways of organizing a set of base-level
algorithms into ensembles. The authors of the second edition did not see any
need to change this material, and so it is kept as it appeared in the first edition.

1Parts of Chapters 2 and 3 of the first edition, written by C. Soares and P. Brazdil,

were reused and adapted for this chapter.
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Chapter 10 continues with the topic of ensembles and shows how metalearn-
ing can be exploited in the construction of ensembles (ensemble learning). This
chapter was written by C. Soares and P. Brazdil. The subsequent chapters are
dedicated to rather specific topics. Chapter 11, written by J. N. van Rijn, de-
scribes how one can use metalearning to provide algorithm recommendations
in data stream settings. Chapter 12, written by R. Vilalta and M. Meskhi, cov-
ers the transfer of meta-models and represents the second invited chapter of
this book. It represents a substantial update of the similar chapter in the first
edition, which was written by R. Vilalta. Chapter 13, written by M. Huisman,
J. N. van Rijn, and A. Plaat, discusses metalearning in deep neural networks
and represents the third invited chapter of this book. Chapter 14 is dedicated to
the relatively new topic of automating Data Science. This chapter was drafted
by P. Brazdil and incorporates various contributions and suggestions of his co-
authors. The aim is to discuss various operations normally carried out within
Data Science and to consider whether automation is possible and whether meta-
knowledge can be exploited in this process. The aim of Chapter 15 is also to
look into the future and consider whether it is possible to automate the design
of more complex solutions. This chapter was written by P. Brazdil. These may
involve not only pipelines of operations, but also more complex control struc-
tures (e.g., iteration), and automatic changes in the underlying representation.

Part III – Organizing and Exploiting Metadata

Part III covers some practical issues and includes the final three chapters (16–
18). Chapter 16, written by J. Vanschoren and J. N. van Rijn, discusses repos-
itories of metadata, and in particular the repository known under the name
OpenML. This repository includes machine-usable data on many machine learn-
ing experiments carried in the past and the corresponding results. Chapter
17, written by J. N. van Rijn and J. Vanschoren, shows how the metadata
can be explored to obtain further insights in machine learning and metalearn-
ing research and thereby obtain new effective practical systems. Chapter 18
ends the book with brief concluding remarks about the role of metaknowledge
and also presents some future challenges. The first version was elaborated by
P. Brazdil, but includes various contributions of other co-authors, in particular
of J. N. van Rijn and C. Soares.
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Catarina Oliveira, Marcos L. de Paula Bueno, Florian Pfisterer, Fábio Pinto, Peter
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