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Preface

The second, revised edition of this book was suggested by the impressive sales
of the first edition. Fortunately this enabled us to incorporate new important
results that had just been obtained.

The ASSOM (Adaptive-Subspace SOM) is a new architecture in which
invariant-feature detectors emerge in an unsupervised learning process. Its
basic principle was already introduced in the first edition, but the motiva-
tion and theoretical discussion in the second edition is more thorough and
consequent. New material has been added to Sect. 5.9 and this section has
been rewritten totally. Correspondingly, Sect. 1.4, which deals with adaptive-
subspace classifiers in general and constitutes the prerequisite for the ASSOM
principle. has also been extended and rewritten totally.

Another new SOM development 1s the WEBSOM. a two-layer architecture
intended for the organization of very large collections of full-text documents
such ag those found in the Internet and World Wide Web. This architecture
was published after the first edition came out. The idea and results seemed
to be so important that the new Sect. 7.8 has now been added to the second
edition.

Another addition that containg new results is Sect. 3.15, which describes
the acceleration in the computing of very large SOMs.

It was also felt that Chap. 7, which deals with SOM applications, had to
be extended.

To recapitulate, Chaps. 1, 3, 5, 7. and 9 contain extensive additions and
revisions, whereas Chaps. 2, 4, 6, 8, and 10 arc identical with those of the
first edition, except for a few minor corrections to their text.

In the editing of this revision I received much help from Mr. Marko Malm-
berg.

Espoo, Finland Teuvo Kohonen
January, 1997
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Preface to the First Edition

The book we have al hand is the fourth monograph T wrote for Springer-
Verlag. The previous one named “Self-Organization and Associative Mem-
orv” (Springer Series in Information Sciences, Volume 8) came out in 1984,
Since then the self-organizing neural-network algorithms called SOM and
LVQ have become very popular, as can be seen from the many works re-
viewed in Chap. 9. The new results obtained in the past ten years or so have
warranted a new monograph. Over these vears I have also answered lots of
questions: they have influenced the contents of the present hook.

I hope it would be of some interest and help to the readers if [ now first
very briefly describe the various phases that led to my present SOM research,
and the reasons nnderlving each new step.

I became interested in neural networks around 1960. but could not in-
terrupt my gradnate studies in phyvsies. After T was appoiuted Professor of
Electronics in 1965, it still took some years to organize teaching at the univer-
sity, In 1968 -69 I was on leave at the University of Washington, and D. Gabor
had just published his convolution-correlation model of antoagsociative mem-
ory. I noticed iinmediately that there was something not quite right about it:
the capacity was very poor and the inherent noise and crosstalk were intol-
crable. In 1970 T therefore suggested the autoassociative correlation matrix
memory model. at the same time as J.A. Anderson and K. Nakano.

The initial experiences of the application of corrclation matrix memories
to practical pattern recognition {(images and specch) were somewhat discour-
aging. Then, around 1972 73, 1 tried to invert the problem: If we have a
set of pairs of input-output patterns. what might be the optimal transfer
matrix operator in relation to smallest residual errors? The mathematical
solution that ensued was the optimal associative mapping, which involved
the Moore-Peurose pseudoinverse of the input observation matrix as a factor.
As an associative memory. this mapping has a capacity three times that of
the networks discussed by J. Hopfield. The recognition accuracy for natural
data. however. was essentially not improved. even when we used nonlinear
{polynomial) preprocessing! Obviously there was still something wrong with
our thinking: associative memory and pattern recognition could not be the
same thing!
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VIIL Preface

During 1976=77 1 had a new idea. In the theory of associative memory 1
had worked. among other problems, with the so-called Novelty Filter, which
is an adaptive orthogonal projection operator. | was trying to conecelve a new-
ron that would represeut a whole class of patterns, and 1 was playing with
the idea of a newron, or rather a small set of interacting ucurouns describable
as a Novelty Filter, If that would work. then an arbitrary linear combina-
tion of the stored refercuce patterns would automatically belong to the same
class (or manifold). It turned out that the so-called linear-subspace formal-
ism known in pattern recognition theory was mathematically equivalent to
my idea. Then 1 went one step further: since according to our own experi-
ments the basic subspace method was still too inaccurate for classification.
how about trying some supervised “training” of the subspaces. or their basis
vectors? 1 soou invented the first supervised competitive-learning alyorithm,
the Learning Subspace Method (LSM), and it worked almost three times
more accurately than the previous ones! Tits handicap was a slower speed.
but we developed a fast co-processor board to cope with “neural network™
computations to make the LSM work in real time. We based our first specch-
recognition hardware system on that idea. and this algorithm was in use for
several years. Half a dozen Ph.D. theses were done on that system in our
laboratory.

Our research on the Self-Organizing Map (SOM) did not begin until in
early 1981, although I had already jotted down the basic idea into my note-
book in 1976. 1 just wanted an algorithm that would effectively map similar
patterns (pattern vectors close to each other in the input signal space) outo
contignous locations i the output space. Ch. v.d. Malstbhwrg had obtained
his pioneering results in 1973, but T wanted to generalize and at the same
tinme ultimately simplify his systewn description. We made numerous siinilar-
ity (clustering) diagrains by my simplified but at the same titme very robust
SOM algorithm. including the map of phonemes. When we tentatively tried
the SOM for speech recognition in 1983, we at first got ne improvement at
all over that alreadyv achieved by LSM. Then. in 1984, T again thought about
supervised learning. and the Supervised SOM described in Sect. 5.8 solved
the problem. We had developed an algorithm that was hest so far.

During 1985 87 our laboratory had a cooperative projeet on specch recog-
nition with Asahi Chemical Co., Ltd., the biggest cheinical company in Japan.
During the first phase I introduced two new algorithms (based on research
that I had started a couple of years carlier): the Learning Vector Quantization
(LVQ). which is a supervised version of SOM pasrticularly suitable for statis-
tical pattern recognition. and the Dynamically Expanding Context (DEC).
both of which will Le described in this book. For many years thereafter they
formed the basis of our speech recognition systems.

Over the years we worked on numerous other practical applications of the
SOM, and these projects will be found among the references.
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Preface X

The present monograph book containg a brand-new, so far unpublished
result, the Adaptive-Subspace SOM (ASSOM), which combines the old Learn-
ing Subspace Method and the Self-Organizing Map. It does also something
more than most artificial neural network (ANN) algorithms do: it detects in-
variant features, and to achieve, e.g.. translational invariance to clementary
patterns, the “winner take all” function had to be modified fundamentally.
The sophisticated solutions described in Sects. 5.9 and 5.10 could not have
been invented at once; they had to be acquired during a long course of de-
velopment from many small steps. The ideas of “representative winner” and
“competitive episode learning” had not been conceived earlicr; with these
ideas the generally known wavcelet and Gabor-filter preprocessing can now be
made to emerge automatically.

This book contains an extensive mathematical introduction as well as
a Glossary of 555 relevant terms or acronyms. As there exists a wealth of
literature, at least 1500 papers written on SOM, it was also felt necessary
to include a survey of as many works as possible to lead the readers to the
newest results and save them from painstaking hours in the library.

I have to say quite frankly, however, that the SOM and LVQ algorithmns,
although being potentially very effective, are not always applied in the cor-
rect way, and therefore the results, especially benchmarkings reported cven
in respectable journals and by respectable scientists, are not always correct. 1
felt it necessary to point out how many details have to be taken into account,
before the problem is approached in the proper way. Let me also emphasize
the following facts: (1) The SOM has not been ineant for statistical pattern
recognition: it is a clustering, visualization, and abstraction method. Any-
body wishing to implement decision and classification processes should use
LVQ in stead of SOM. (2) Preprocessing should not be overlooked. The ANN
algorithms are no sausage rachines where raw material (data) is input at
one end and results come out at the other. Every problem needs a careful
selection of featurce variables, which so far is mostly done by hand. We are
just at the dawn of automated feature extraction, using ANN models such
as ASSOM. (3) In benclunarkings and practical problems one should com-
pare the speed of computation, too. not only ultimate accuracies. A relative
difference in accuracy of a few per cent can hardly be noticed in practice,
whereas tiny speed differences during the actual operation are very visible,

People who arc reading about the SOM for the first time may feel slightly
uneasy about its theoretical discussion: so sophisticated, and yet only leading
to partial results. Thercfore, let me quote three well-known French mathe-
maticians, Professors M. Cottrell, J.-C. Fort, and G. Pages: “Despite the
large use and the different implementations in multi-dimensional scttings,
the Kohonen algorithin is surprisingly resistant to a complete mathematical
study.” Perhaps the SOM algorithm belongs to the class of “ill posed” prob-
lems. but s0 are many important problems in mathematics. In practice people
have applied many methods long beforc any mathematical theory existed for
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AN Preface

them and even if none may exist at all, Think about walking: theoretically we
know that we could not walk at all unless there existed gravity and frietion.
by virtue of whiclh we can kick the globe and the other ereatures on it in the
opposite divection. People and aniinals. however, have alwavs walked without
knowing this theory.

This book is supposed o be readable without any tutor, and it mav
therefore serve as w handbook for people wanting o apply these results in
practice. I have tried to anticipate many problems and difficultios that readers
nray encounter. and theu to help them clear the hmrdles.

Clan this book be used as a university texthook? Yes, many efforts have
been mwade to this end so that it conld be useful, It shonld serve especially
well as collateral reading for nenral-network conrses.

If only a short introductory course on the SOM is given. the teaching
material might consist of the following seetions: 2.6 8. 2,120 3.1, 3.2, 3301,
SoLT0 300 3.90 3000 3.1 6.1, 6.2 (thereby skipping the devivation of Eq.
(6.6)). 6.4 7. 7.1, and 7.2, This is also the recommendable sequence for the
livst reading of this hool.

To a lecturer who is planning a whole special course on the SOMNL it
might be nientioned that i the audience alveady lias sowe prior knowledge of
linear algebra, vector spaces. watvices. or systems theory, Chapter 1 anay he
skipped, and one can start with Chapter 2, proceeding till the end of the hook
(Chap. %) However, il the audienee does wot have o sufficient matheratical
hackeround. Chaprer | should be read meticnlously, in order 1o avold Grivial
errors in the application of the algorithms. Matrix caleulus has plenty of
pit {nlis!

Acknowledgements. This book would have never heen completed withont
the eenerons help of many people around me, First of all T would like {o
mention Ares, Leila Koivisto who did a very big job. magnificient Iy typing
out wmy pieces of text and then had the stamina to produce the nunerous
revisions and the final lavout, The nice appearance of this boolk is very much
her achicvement,

Dr. Jari Kangas should e wmentioned for heing responsible for the ex-
tensive library of literature references on SONM and LVQ. His offorts made 1t
possible to celude the References seetion i this book.

I would like to thank the following people for their hielp in making many
simulations, part of which have also been published as research papers or
theses, Mr. Sanmmel Kaski siimulated the phvsiological SON model. Nyo Havrd
Lappalaiuen helped me in the Adaptive-Subspace SON (ASSOND) research.

A, Ville Pulkki collected works on hardware implement ations of SOM.
and T have useed some ol his illnstrations. 7 have also used thie nice psetdocolor
inge of eloud classitication that was obtained i the rescarch project Ted by
Do Ari Visa, Some other resufts bave been utilized. too, with due eredits
givelr in the corresponding context,
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Preface X1

The following people have helped mie in word processing: Taneli Harju,
Jussi Hynninen. and Mikko Kurimo.

I am also very much obliged to Dr. Bernard Soffer for his valuable com-
ments on this text.

My rescarch was made possible by the generous support giveu to our
projects by the Academy of Finlaud and Helsinki University of Techuology.

Espoo. Finland Teuvo Kohonen
December. 1994
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