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The past four years have witnessed the rapid development of federated learning (FL). However, new privacy
concerns have also emerged during the aggregation of the distributed intermediate results. The emerging
privacy-preserving FL (PPFL) has been heralded as a solution to generic privacy-preserving machine learn-
ing. However, the challenge of protecting data privacy while maintaining the data utility through machine
learning still remains. In this article, we present a comprehensive and systematic survey on the PPFL based on
our proposed 5W-scenario-based taxonomy. We analyze the privacy leakage risks in the FL from five aspects,
summarize existing methods, and identify future research directions.
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1 INTRODUCTION
1.1 Background

The concept of federated learning (FL) was first introduced in 2016 [121]. Its core idea is to
train machine learning models on separate datasets that are distributed across different devices or
parties, which can preserve the local data privacy to a certain extent. Since then, FL has achieved a
rapid development and become a hot research topic in the field of artificial intelligence [9, 131]. The
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