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Abstract

We propose two new self-stabilizing distributed algorithms for proper∆+1 (∆ is the maximum degree of a node in the graph)
colorings of arbitrary system graphs. Both algorithms are capable of working with multiple type of daemons (schedulers) as is
the most recent algorithm by Gradinariu and Tixeuil [OPODIS’2000, 2000, pp. 55–70]. The first algorithm converges in O(m)

moves while the second converges in at mostn moves (n is the number of nodes andm is the number of edges in the graph)
as opposed to the O(∆ × n) moves required by the algorithm by Gradinariu and Tixeuil [OPODIS’2000, 2000, pp. 55–70].
The second improvement is that neither of the proposed algorithms requires each node to have knowledge of∆, as is required
by Gradinariu and Tixeuil [OPODIS’2000, 2000, pp. 55–70]. Further, the coloring produced by our first algorithm provides an
interesting type of coloring, called a Grundy Coloring [Jensen and Toft, Graph Coloring Problems, 1995].
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1. Introduction

In a distributed system the computing elements or
nodes exchange information only by message passing.
Every node has a set of local variables whose con-
tents specify the local state of the node. The state of
the entire system, called itsglobal state, is the union
of the local states of all the nodes. Each node is al-
lowed to have only a partial view of the global state,
and this depends on the connectivity of the system and
the propagation delay of different messages. Yet, the
objective in a distributed system is to arrive at a desir-
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able global final state, or legitimate state. One of the
goals of a distributed system is to function correctly,
i.e., the global state of the system should remain le-
gitimate in presence of faults (transient). Often, mal-
functions or perturbations bring the system to some
illegitimate state, and it is desirable that the system
be automatically brought back to a desired legitimate
state.Self-stabilization, introduced by Dijkstra [4], is
the most inclusive approach to fault tolerance in dis-
tributed systems that brings the system back to a legit-
imate state starting from any illegitimate state (caused
by any transient fault) without any intervention by an
external agent. In a self-stabilizing algorithm, each
node maintains its local variables, and can make deci-
sions based on the knowledge of its neighbors’ states.

In a self-stabilizing algorithm, a node may change
its local state by making amove (specification of
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